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Foreword

The Technical Support Manual: Water Body Surveys and Assessments for
Conducting Use Attainability Analyses contains technical gquidance prepared
by FPA to assist States in implementing the revised Water Ouality Standards
Regulation (4R FR 51400, November 8, 1983). EPA prepared this document
in response to requests by several States for additional guidance and
detail on conducting use attainahility analyses beyond that which is
contained in Chapter 3 of the Water Quality Standards Handbook (December,
1983).

fonsideration of the suitability of a water body for attaining a given
use is an integral part of the water quality standards review and revision
process. This quidance is intended to assist States in answering three
central questions:

{1) what are the aquatic protection uses currently being achieved in the
water body?

{2) What are the potential uses that can be attained based on the physical,
chemical and biological characteristics of the water body?: and,

(3) What are the causes of any impairment of the uses?

EPA will continue providing guidance and technical assistance to the
States in order to improve the scientific and technical basis of water
quatity standards decisions., States are encouraged to consult with EPA at
the beginning of any standards revision project to agree on appropriate
methods hefore the analyses are initiated, and frequently as they are
conducted.

Any questions on this guidance may be directed to the water quality
standards coordinators located in each of the EPA Regional Offices or to:

Elliot Lomnitz

Criteria and Standards Division (WH-585)
401 M Street, S.W.

Washington, D.C. 20460

Steven Schatzow, Director
0ffice of Water Regulations and Standards
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© SECTION I: INTRODUCTION



One of the major pieces of guidance discussed within the Water Nuality
Standards Handbook (November, 1983) is the "Water Body Survey and
Assessment Guidance for Conducting Use Attainability Analyses" which
discusses the framework for determining the attainable aquatic protection
use, This guidance describes the framework and suggests parameters to be
examined in order to determine:
(1) What are the aquatic use(s) currently being achieved in the water body?
{2) What are the potential uses that can be attained based on the physical
chemical and biological characteristics of the water body?: and,
(3) What are the causes of any impairment of the uses?
The purpose of the technical support manual is to highlight methods and
approaches which can be used to address these questions as related to the
aquatic Vife protection use. This document specifically addresses stream
and river systems. EPA is presently developing guidance for estuarine and
marine systems and plans to issue such guidance in 1984,

Several case studies were performed to test the applicability of the “"Water
Body Survey and Assessment" guidance. These case studies demonstrated that
the guidance could successfully be applied to determine attainable uses.
Several of the States involved in these studies suggested that it would be
helpful if EPA could provide a more detailed and technical explanation of
the procedures mentioned in the gquidance. In response, EPA has prepared
this technical support manual. The methods and procedures offered in this
manual are optional and States may apply them selectively. States may also
use their own techniques or methods for conducting use attainability
analyses.

A State that intends to conduct a use attainability analysis is encouraged
to consult with EPA before the analyses are initiated and frequently as
they are carried out. EPA is striving to develop a partnership with the
States to improve the scientific and technical bases of the water quality
standards decision-making bprocess. This consultation will allow for
greater scientific discussion and better planning to ensure that tre
analyses are technically valid,

Consideration of the suitability of a water body for attaining a given use
is an integral part of the water quality standards review and re ision
process. The data and information collected from the water body ;urvey
provide a basis for evaluating whether the water body is suitable for a
particular use. It is not envisioned that each w~ater Dbody would
necessarily have a unique set of uses. Rather the characteristics
necessary to support a use could be identified so that water bodies having
those characteristics might be grouped together as likely to support
particular uses.

Since the complexity of an aquatic ecosystem does not lend itself to simple
evaluations, there is no single formula or model that will provide all the
answers, Thus, the professional judgment of the evaluator is key to the
interpretation of data which is qgathered.

I-1



© SECTION II: PHYSICAL EVALUATIONS



OVERVIEW

The physical characteristics of a water body greatly influence its reaction
to pollution and 1its natural purification processess. The physical
characteristics also play a great role in the availability of suitable
habitat for aquatic species. An understanding of the nature of these
characteristics and influences is important to the intelligent planning and
execution of a water body survey. Important physical factors include flow,
temperature, substrate composition, suspended solids, depth, velocity and
modifications made to the water body. Effects of some of these factors are
so interrelated that it is difficult or even impossible to assign more or
less importance to one or the other of them, For example, slope and
roughness of channel influence both depth and velocity of flow, which
together control turbulence. Turbulence, in turn, affects rates of mixing
of wastes and tributary streams, reaeration, sedimentation or scour of
solids, growths of attached biological forms and rates of purification
(FWPCA, 1969). Thus evaluating the factors which constitute the physical
environment cannot be done by just assessing one parameter but rather a
broader assessment and view is needed.

The purpose of this section is to amplify the methods and types of
assessments discussed in Chapter 3 of the Water Quality Standards Handbook
for evaluating the physical characteristics of a water body. The analyses
proposed in this section, as well as the other sections of this document,
do not constitute required analyses nor are these all the analyses
available or acceptable for conducting a use attainability analysis.
States should design and choose assessment methodologies based on the
Site-specific considerations of the study area. The degree of complexity
of the water body in question will usually dictate the amount of data and
analysis needed. States should consult with EPA prior to conducting the
survey to facilitate greater scientific discussion and better planning of
the study.

CHAPTER T1I-1
FLOW ASSESSMENTS

The instream flow requirement for fish and wildlife is the flow regime
necessary to maintain levels of fish, wiidlife and other dependent
organisms. Numerous methodological approaches for quantifying the instream
flow requirements of fish, wildlife, recreation, and other instream uses
exist., Each method has inherent limitations which must be examined to
determine appropriate methods for recommending stream flow quantities on a
site-specific basis. The following describes in detail several of the more
commonly used and accepted methods.

TENNANT METHOD

One of the widely known examples of an instream flow method is the Tennant
method (1976). Based on analyses conducted on 11 streams in Montana,
Wyoming and Nebraska, Tennant determined the following:

(1) Changes in aquatic habitat are remarkably similar among streams having
similar average flow regimes.

(2) An average stream depth of 0.3 meters and an average water velocity of
0.75 ft/sec were the critical minimum physical requirements for most
aquatic organisms.
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(3) Ten percent of the average annual flow would sustain short-term
survival for most fish species.

(4) To sustain good survival habitat, thirty percent of the average annual
flow was adequate since the depth and velocities generally would allow fish
migration,

(5) Sixty percent of flow provides outstanding habitat.

Using the above information, Tennant proposed a range of percentages of the
average annual flow regime needed to maintain desired flow conditions on a
semi-annual basis. These ranges are summarized by the following:

Recommended fiow regime

Flow Description October-March April-September
Flushing 200% of the average annual flow
Optimum range 60%-100% of the average annual flow
Outstanding 40%, 60%
Excellent 30% 50%

Good 20% a0%,

Fair, Degrading 10% 30%

Poor, Minimum 10% 10%

Severe Degradation <10% <10%

The determination of average annual flow was conducted by Tennant by the
summation of the average monthly flow for a ten year period. After average
annual flows are determined, recommendations can be calculated by
multiplying the average annual flow by the percentages in the above table.

INSTREAM FLOW INCREMENTAL METHODOLOGY (IFIM)

The IFIM is a computerized water management tool developed by the U.S.
Fish and Wildlife Service for evaluating changes on aquatic life and
recreational activities resulting from alterations in channel monphology,
water quality and hydraulic components. Bovee (1982) outlined the
underlying principles of IFIM as: (1) each species exhibits preferences
within a range of habitat conditions that it can tolerate; {2) these ranges
can be defined for each species; and {3) the area of stream providing these
conditions can be quantified as a function of discharge and channel
structure, [FIM is designed to simulate hydraulic conditions and habitat
availability for a particular species and size class or usable waters for a
particular recreational activity, The hydraulic and channel
characteristics are simulated for IFIM by use of the Physical Habitat
Simulation Model (PHABSIM).

PHABSIM is a series of computer programs which relate changes in flow and
channel structure to changes in physical habitat availability. Hilgart
(1982) summarized the PHABSIM model as comprised of two parts: (1) a
hydraulic simulation program which will predict the values of hydraulic
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parameters for a range of flows from either a single measured flow (WSP) or
two or more measured flows (IFG4), ana (2) a habitat assessment progran
called HABTAT, which rates the predicted hydraulic conditions for their
relative fisheries values, Rather than describing the stream reach as a
series of depth, velocity and substrate contours, PHABSIM 1is wused o
describe the reach as a series of small cells (Figure [1-1-1},

Figure 11-1-1: Conceptualization of Simulated Stream Reacn. Shea-.
Subsections Have Similar Depth and Velocity Ranges.

Inctead of summarizing average depth and velocity for a cross sect ...,
PHABSIM is used to predict the averaqge depth and velocity for edch cer',
Usinu curves showing the relative suitability of various stream attributes
by species and life stage, a weighting factor for the depth, velocity, 2nd
substrate in each cell 1is determined. These weighting factors are
multiplied together to estimate the composite suitability for that
comhination of variables, and this composite index is multiplied by t e
surface area of the cell, This process is repeated for each cel! and the
results are summed to calculate the total weighted usable area. Computer
simutations are then produced for the distribution of microhabitat
variables for existing and alternate flows, e.g., flows for a proposed and
alternative actions which could affect flow regime.

The basic steps to IFIM can be summarized by the following:

STEP 1: Project Scoping - Scoping invclves defining objectives for
the delineation of study area boundaries, determining tne
stability of the micronabitat variables, selecting evaluation
species, and defining their life history, food types, water
quality tolerances and microhahitat,

STEP 2: Study Reach and Site Selectinn - Involves identifying and
delineating critical reaches to be sampled, delineation of
major changes and transition zones and the distribution of
the evaluation species,
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STEP 3:

STEP 4:

STEP A&:

For further

Data Collection - Transects are selected to adeguately
characterize the hydraulic and instream habitat conditions.
Nata gathering must be compatible to IFIH computer models.

Computer Simulation - Involves reducing field data and
entering nto programs described above.

Interpretation of Results - The output from the computer
program 1s expressed as the Weighted Usable Area {WUA), a
discrete value for each representative and critical study
reach, for each life stage and species, and for each flow
regime.

information on IFIM and PHABSIM the following publication

should be consulted: "A Guidance to Stream Habitat Analysis Using the
Instream Flow Incremental Methodology" U.S. FWS/0BS-82/26, June, 1982.
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CHAPTER 1I-2
SUSPENDED SOLIDS AND SEDIMENTATION

The consideration of the potential effects of suspended solids and
sedimentation on aquatic organisms may reveal important data and
information pertinent to a use attainability analysis. Suspended solids
generally may affect fish populations and fish in several major ways:

(1) "By acting directly on the fish swimming in water in which solids are
suspended, and either killing them or reducing their growth rates,
resistence to disease, etc.;

{2) By preventing the successful development of fish eggs and larvae;

{(3) By modifying natural movements and migrations of fish; and

(4) By reducing the abundance of food available to the fish" (EIFAC,
1964).

{5) By hindering the foraging and mating abilities of visual feeders and
those with visual mating displays.

The effects of sedimentation on aquatic organisms were summarized by
Iwamoto et al. (1978). These effects include:

{1) clogging and abrasion of respiratory surfaces, especially gills;
(2} adhering to the chorion of egqgs;

(3) providing conditions conducive to the entry and persistence of
disease-related organisms;

(4) inducing behavioral modifications;
(5) entomb different life stages;

(6} altering water chemistry by the absorption and/or adsorption of
chemicals;

(7) affecting utilizable habitat by the scouring and filling of pools and
riffles and changing bedload composition;

(8) reducing photosynthetic growth and primary production, and;

(9) affecting intragravel permeability and dissolved oxygen levels.

This chapter of the manual will explore these effects in detail, An
excellent review of the effects of suspended solids and sedimentation on
warmwater fishes was conducted by EPA in 1979 entitled "Effects of
Suspended Solids and Sediment on Reproduction and Early Life of Warmwater
Fishes" (EPA-600-3-73-042) and should be consulted.

GENERAL ECOSYSTEM EFFECTS

Suspended solids and sedimentation may affect several trophic levels and
components of the ecosystem. The interactions between components of the
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ecosystem are closely linked thus changes in one component can reverberate
throughout the system, The following examines changes in each component
resulting from suspended solids and sedimentation:

Influences on Primary Productivity

Increases in suspended solids can greatly alter primary productivity
because of decreasing 1light penetration and subsequently decreasing
photosynthetic activity. Cairns (1968) reviewed the literature on the
effects on primary producers. The decrease in light penetration can affect
the depth distribution of vascular aquatic plants and algae. Greatly
reduced light penetration may shift algal composition from green to
bluegreen since the latter are tolerant to higher levels of ultraviolet
light, Butler (1964) observed an inverse relationship between turbidity
and primary productivity; gross primary productivity in a clear pond was
three-fold greater than an adjacent turbid pond (with Permian red clay).
Benson and Cowell (1967) found that turbidity in Missouri River
impoundments was the strongest limiting factor to plankton abundance and
that plankton was of great importance to fish growth and survival.

Suspended solids can also alter the distribution of heat in a water body.
Butler (1963) reported that colloidal clay in central Oklahoma was altering
the heat distribution and consequently summer stratification was more
pronounced in turbid situations. This stratification causes greater
differences hetween the surface and bottom temperature in turbid water
bodies.

To protect against the deleterious effects of suspended solids on aquatic
life by decreasing photosynthetic activity, EPA (1976) developed the
following criteria: "Settleable and suspended solids should not reduce the
depth of the compensation point for photosynthetic activity by more than 10
percent from the seasonally established norm for aquatic life." The
compensation point is the point at which incident light penetration is
sufficient for plankton to photosynthetically produce enough oxygen to
balance their respiration requirements. To determine this compensation
point, a set of “light" bottle N.0. and "dark” bottle D.0. tests would be
needed (see "Standard Methods", APHA, 1979 for details).

Effect on Zooplankton and Benthos

Benthic macroinvertebrates and zooplankton are major sources of food for
fish which can be adversely affected by suspended matter and sediment.
Depopulation and mortality of benthic organisms occurs with smothering or
alteration of preferred habitats. Zooplankton populations may be reduced
via decreasing primary productivity resulting from decreased light
penetration. Ellis (1936) demonstrated that freshwater mussels were killed
in siit deposits of 6.3 to 25.4 mm of primarily adobe clay. Major
increases in stream suspended solids (25 ppm turbidity upstream vs. 390 ppm
downstream) caused smothering of bottom invertebrates, reducing organism
diversity to only 7.3 per square foot from 25.5 per square foot upstream
(Tebo, 1955). Deposition of organic materials to bottom sediments can also
cause imbalances in stream biota by increasing bottom animal density,
principally oligochaete populations, and diversity is reduced as pollution
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sensitive forms disappear. Deposition of organic materials can also cause
oxygen depletion and a change in the composition of bottom organisms,
Increases in oligochaetes and midges may occur since certain species in
these groups are tolerant of severe oxygen depletion,

Sensitivity of Fish Populations to Suspended Solids and Sediment

Field and laboratory studies have shown that fish species vary considerably
in their population-level responses to suspended solids and sediment,
Atchison and Menzel (1979) reviewed the population level effects on
warmwater species and categorized species as either tolerant or intolerant
hased on their habitat preferences. This review also revealed species with
a preference for turbid systems. Tables 1 and 2 have been adapted from
this review and provide valuable information on population effects. As can
be seen from these tabies, the intolerant assemblage is composed of a large
number of species with complex spawning behavior whereas the tolerant
fishes include a larger percentage of simple spawners and forms with
special early life adaptations for turbid waters.

Effects on Fish Reproduction

The impacts of suspended solids and sediments on fish reproduction vary
with the phases of the reproductive cycle. The following describes several
of the mechanisms of impairment:

(1) Diminished Light Penetration
Swingle (1956) provided data which shows that suspended materiais might
affect fish reproductive processes by reducing light penetration. He found
that largemouth bass spawning was delayed by as much as 30 days in muddy
ponds as compared to clear ponds.

{2) Visual Interference

Some species such as black bass and centrarchid sunfish have strong visual
components in their reproductive behavior. For example, Trautman (1957?
found that smallmouth bass populations in Lake Erie shunned potentia

spawning areas that were highly turbid. Chew (1969) observed that in
turbid Lake Hollingsworth SF1a.) largemouth bass spawning was very limited
and that most females failed to shed their eggs and gradually resorbed
them,

é3) Loss of Spawning Habitat
eprﬁUEETTV§_TETTUT%“§EBW§'Wany species is attributable to direct loss of

spawning habitat through two pathways: (a) siltation of formerly clean
hottom and (b) loss of vegetation due to the reduction of the photic zone
by turbidity.

#4) Physiological Alterations
he mEjﬁf”ﬁﬁ&ﬁTorochar'ETtéFations are:

(a) the failure of gonadal maturation at the appropriate time and (b)
stress incurred by the organism thus creating increased susceptability to
disease,

In general, laboratory bioassays indicate that larval stages of selected
species are less tolerant of suspended solids than eggs or adults,
Available evidence suggests that lethal levels for suspended solids are
determined by interaction between biotic factors, including age-specific
and species specific differences, and abiotic factors such as particle
size, shape, concentration and amount of turbulence in the system.
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TABLE 1: SELECTED MIDWESTERN WARMWATER FISHES WHICH ARE INTOLERANT OF
SUSPENDED SOLIDS (TURBIDITY) AND SEDIMENT

Species Effect Impact through

Spawning  General Suspended solids Sediment

Ichthyomyzon - Chestnut lamprey

castaneus X X
Ac1?enser - Lake Sturgeon
ulvescens X X X

PoTyodon spathula - Paddiefish X X X
LegT&osteus - Shortnose gar

platostomus X X
Amia calva - Bowfin X X

Hiodon tergisus - Mooneye X X

Esox Tucius - Northern pike X X X
Esox masquinongy - Muskellunge X X

CTinostomus - Redside dace

elongatus X X
Dionda nubila - Minnow X X
Exoglossum Jaurae - Tonguetied minnow X X
Exoqlossum - CutTips minnow

maxitlingua X X
Hybopsis amblops - Rigeye chub X X X
Hybopsis dissimilis - Streamline chub X X
Hybopsis x-punctata - Gravel chub X X
Mocomis biguttatus - Horneyhead chub X X
Nocomis micropogon - River chub X X X
Notropis amnis - Pallid shiner X X

Notropis boops - Bigeye shiner X X X
Notropis cornutus - Common shiner X X
Motropis emiliae - Pugnose minnow X X X
Notropis heterodon - Blacknose shiner X X X
Notropis heterolepis - Blacknose shiner X X

flotropis hudsonius - Spottail shiner X X X
Motropts rubellus - Rosyface shiner X X X
Notropis stramineus - Sand shiner X X X
Notropis texanus - Weed shiner X X
Notropis topeka - Topeka shiner X X
Notropis volucellus - Mimic shiner X X

Carpiodes velifer - Highfin carpsucker X X
Cycleptus elongatus - Blue sucker X X
Erimyzon oblongus - Creek chubsucker X X

Erimyzon sucetta - Lake chubsucker X X X
Hypentelium nigricans - Morthernhog X X X

sucker

Lagochila lacera - Harelip sucker X X X
Minytrema melanops - Spotted sucker X X

Moxoxtoma carinatum - River redhorse X X X
Moxostoma du?uesnef - Black redhorse X X X
Moxostoma valenciennesi - Greater redhorse X X X
Ictalurus furcatus - Blue Catfish X X X
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TABLF 1: SELECTED MIDWESTERN WARMWATER FISHES WHICH ARE INTOLERANT OF

SUSPENDED SOLIDS (TURBIDITY) AND SEDIMENT (Cont'd)

Species Effect Impact through
Spawning  General Suspended solids Sediment

Etheostoma - Greenside darter

blennioides X X
Ftheostoma exile - lowa darter X X

Etheostoma tippecance - Tippe canoe X X

darter

Etheostoma zonale - Banded darter X X
Perca flavescens - Yellow perch X X X X
Percina caprodes - Log perch X X X
Percina copelandi - Channel darter X X X
Percina evides - Gilt darter X X X
Percina maculata - Blackside darter X X

Percina phoxocephala - Slenderhead X X X

darter

Noturus flavus - Stonecat X X
Noturus furiosus - Caroline madtom X X

Noturus gyrinus - Tadpole madtom X X X
Nocturus miurus - Brindled madtom X X

Hocturus trautmani - Scioto madtom X X X
Pylodictis olivaris - Flathead catfish X X X
Percopsis - Trout perch

Om1SComaycts X X
Fundutus notatus - Blackstripe X X

topminnow

Labidesthes sicculus - Brook silverside X X
Culaea inconstans - Brook stickleback X X
Ambloplites rupestris - Rock bass X X
Lepomis gibbosus - Pumpkin seed X X X
Lepomis megalotus - Longear sunfish X X
Micropterus dolomieui - Smallmouth bass X X X X
Micropterus salmoides - Largemouth bass X X X
Ammocrypta asprella - Crystal darter X X
Ammocrypta clara - Western sand darter X X
Ammocrypta pellucida - Eastern sand X X

darter
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TABLE ?: WARMWATER FISHES WHICH ARE TOLERANT OF SUSPENDED SOLIDS AND SEDIMENT

Species General Preference
tolerance for turbid systems

Scaphirhynchus albus - Pallid sturgeon X

Norosoma cepedianum - Gizzard shad X
Hiodon alosoides - Goldeye
Carassius auratus - Goldfish
Couesius plumbeus - Lake chub
Cyprinus carpio - Common Carp X
tricymba buccata - Silverjaw minnow
Hybopsis gelida - Sturgeon chub
Hybopsis gracilis - Flathead chub
Notropis dorsalis - Bigmouth shiner X
Notropis lTutrensis - Red shiner X
Orthodon microlepidotus - Sacramento blackfish
Phenacobius mirabiTis - Suckermouth minnow
Phoxinus oreas - Mountain redbelly dace
Pimephales promelas - Fathead minnow
Pimephales vigilax - Bullhead minnow
Plagopterus argentissimus - Woundfin

Semotilus atromaculatus - Creek chub
Catostomus commersoni - White sucker

Ictiobus cyprinellus - Bigmouth buffalo
Moxostoma erythrurum - Golden redhorse
Ictalurus catus - White catfish

Ictalurus melas - Black bullhead

Aphredoderus sayanus - Pirate perch

Lepomis cyanelTus - Green sunfish

Lepomis humilis - Orangespotted sunfish
Lepomis microlophus - Redear sunfish
Micropterus treculi - Guadalupe bass

Pomoxis annularis - White crappie

Pomox1s nigromaculatus - Black crappie
ttheostoma gracile - Slough darter

Etheostoma micriperca - Least darter
ttheostoma nigrum - Johnny darter

ttheostoma spectabile - Orangethroat darter
Stizostedion canadense - Sauger

Apfodinotus grunniens - Freshwater drum
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CHAPTER 1I-3,
POOLS, RIFFLES AND SUBSTRATE COMPOSITION

AQUATIC INVERTEBRATES

Many factors regulate the occurrence and distribution of stream-dwelling in-
vertebrates. The most important of these are current speed, shelter, tempera-
ture, the substratum (including vegetation), and dissolved substances. Other
important factors are liability to drought and to floods, food and competition
between species. Many of these factors are interrelated - current, for
example, largely controls the type of substratum and consequently the amount
and type of food available. Of these, current speed, the substratum, and the
signtficance of riffle and pool areas will be discussed in greater detail in
the following paragraphs.

Current Speed

Many invertebrates have an inherent need for current, either because they rely
on it for feeding purposes or because their respiratory requirements demand
it. However, persistently very rapid current may make life intolerable for
almost all species. At the other extreme, stagnant or very slow areas in
rivers which at time flow swiftly are often without much fauna. This is
because silt collects during periods of low discharge, and the conditions
become unsuitable for riverine animals. On the other hand, many common stream
creatures (e.g. flatworms, annelids, crustaceans, and a great number of the
insects) persist in running water simply because they avoid the current by
living under stones or in the dead water behind obstructions. Still other
animals which are poor swimmers and lack attachment mechanisms and therefore
can only scuttle from one shelter to another select areas where the current is
tolerable, and move further out or back into shelter as the flow varies. This
applies to many genera of mayflies and to snails. Other animals actually bur-
row down into the substratum to avoid the current and require only to remain
buried. Many animals, such as the annelids and some Diptera larvae, have this
habit as a birthright; several other groups have acquired this habit, such as
several genera and species of stoneflies and mayflies. Similarly, as the
current changes from place to place in a stream at a given discharge so the
fauna changes.

In conclusion, current speed is a factor of major importance in running water.
It controls the occurrence and abundance of species and hence the whole struc-
ture of the animal community.

The Substratum and Its Effect On Aquatic Invertebrates

The substratum is the material (including vegetation) which makes up the
streambed. It is true of many river systems that the further down a river the
smaller the general size of the particles forming the bed. This is partly due
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to the fact that the shear stress on the bottom and hence the power to move
(and break up) particles decreases with increasing discharge. In streams where
current speeds do not normally exceed about 40 cm/sec a streambed is likely to
be sand, or even silt at still lower maximum currents of about 20 cm/sec. How-
ever, large amounts of silt occur only in backwaters and shallows or as a
temporary thin sheet over sand during periods of low flow; silt is certainly
not a major component of the substratum in the main channels of the great
majority of even base-level rivers. Where currents frequently exceed about 50
cm/sec on steep slopes the bed is likely to be stony and the animals which
live there must be able to maintain their position.

The substratum is the major factor controlling the occurrence of animals and
there is a fairly sharp distinction between the types of fauna found on hard
and on soft streambeds. In general, clean and shifting sand is the poorest
habitat with few specimens of few species. Bedrock, gravel and rubble on the
one hand and clay and mud on the other, especially when mixed with sand, sup-
port increasing biomasses. The fauna of hard substrata has its own typical
character, and it is here that most of the obviously specialized forms occur;
that of the soft substrata is more generally shared with still water, and it
shows much more geographical variety.

The fact that rubble supports more animals than does sand is almost certainly
correlated with the amount of living space (shelter) and with the greater pro-
bability that organic matter will lodge among stones and provide food.

Another factor affecting the occurrence of fauna in the substratum is the
temporary nature of some types of substratum themselves. For example, stony
areas can be alternately covered with silt or sand and then cleared away by
spring floods (spates). Streams that are more liable to spates or other
similar phenomena (which greatly and rapidly alter the faunal density) have
less abundant and less varied faunas than others. An interesting consequence
of this is that small tributaries, being less exposed to the effects of storms
covering limited areas, are richer than the larger streams into which they
flow. Another consequence is that as development increases the intensity of
runoff, the variety and abundance of stream fauna also decreases.

The presence of solid objects also affects the fauna, and the nature of the
solid object affects the animals which colonize it. As shelter is more impor-
tant, some animals prefer irregqular stones as opposed to smooth ones. Still
other animals occur only on wood.

Other factors which may account for differences of invertebrate biomass in
streams or reaches of streams are the differences in plant detritus and in
vegetation on the banks, which, of course, supplies food to the biota. Both
the amounts and the nature of the deposits and the vegetation are important.
In any case there are more animals in moss, rooted plants, and filamentous
algae than there are on stones, and all plants are more heavily colonized than
the nonvegetated areas of substratum.
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Finally, the availability of food (whether it be organic detritus lodged
amongst stones, vegetation, wood. . . ) is an obvious factor controlling the
abundance of species. Generally speaking species occur, or are common, only
where their food is readily available, but it should not be forgotten that few
running water invertebrates are very specialized in their diets.

It seems appropriate at this time to restate the three ecological principles
of Theisemann (Hynes, 1970) which summarize the implications of the foregoing
discussion. They are:

o0 The greater the diversity of the conditions in a locality the larger is
the number of species which make up the biotic community.

o The more the conditions in a locality deviate from normal and hence
from the normal optima of most species, the smaller is the number of
individuals of each of the species which do occur.

o The longer a locality has been established in the same condition the
richer is its biotic community and the more stable it is.

In conclusion, it can be stated that the fauna of clean, stable, diverse stony
runs is richer than that of silty reaches and pools both in number of species
and total biomass.

As previously discussed, certain species are confined to fairly well-defined
types of substraum, and others are at least more abundant on one type than
they are on others. The result of these preferences is that as the type of sub-
stratum varies from place to place so does the fauna. In general, the larger
the stones, and hence the more complex the substratum, the more diverse is the
invertebrate fauna.

The following groups of invertebrates almost invariably provide the major con-
stituents of the fauna of stony streams:

Parazoa
Cnidaria
Tricladida
Oligochaeta
Gastropoda
Pelecypoda
Peracarida
turcarida
Plecoptera
Odonata
Ephemeroptera
Hemiptera
Megaloptera
Trichoptera
Lepidoptera
Coleoptera
Diptera

OO0 0000000000 ODOOOO
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The fauna of the softer substrata in rivers is much less evident than that of
the hard substrata. However, there are still many genera of invertebrates such
as Limnaea, Chironomus, Tubifex, and Limnodrilus which can be found in rivers
in most continents, but the less-rigorous habitat of areas of slower current
which allows less-specialized species to .occur also permits the loca! charac-
ter of the fauna to be dominant.

It is therefore difficult to generalize, but characteristic organisms of soft
riverine substrata are: Tubificidae, Chironomidae, burrowing mayflies (Ephe-
meridae, Potomanthidae, Polymitarcidae), Prosobranchia, Unionidae, and Sphae-
riidae, and when plants are present a great variety of organisms may be added.

Riffle/Pool Areas

Natural streams tend to have alternating deep and shallow areas - pools and
riffles - especially where there are coarse constituents in the substratum.
Riffles tend to be spaced at more or less regular distances of five to seven
stream widths apart and to be most characteristic of gravel-bed streams. They
do not naturally form in sandy streams, since their presence seems to be con-
nected with some degree of heterogeneity of particle size. Riffles are formed
when the larger particles (boulders, stone and gravel) congregate on bars.

The reasons for the regqular spacing of riffles is unknown; however, it is
known that riffles do not move, although the stones that compose them may mi-
grate downstream, being replaced by others. Furthermore, it has been estab-
lished that riffles are superficial features with the largest stones in the
upper layer,

Pools tend to be wider and deeper than the average stream course. In contrast
to the broken surface of riffles, the surface of a pool or backwater is
smooth. In pools, the current is reduced, a little siltation may occur, and
aquatic seed plants may form beds. The significance of riffle/pool areas to
the production potential of aquatic invertebrates has been alluded to in the
previous discussions of the current speed and the substratum. One result of
the complex interaction of local factors on faunal density is that in streams
with pool and riffle structure, the fauna is considerably denser on the lat-
ter. Similarly, aquatic invertebrates are most diverse in riffle areas with a
rubble substrate. As a consequence the amount of drift produced by riffles is
greater than that produced by pools.

F ISHES

Like the invertebrates, there are many factors which regulate the occurrence
and distribution of running water fishes. The most important of these are the
substratum, food availability, cover, current speed, and the presence of a
suitable spawning habitat. All of these are directly related to the distribu-
tion of pool/riffle areas in a stream, and for most fishes a 1:1 ratio of pool
to riffle run areas is sufficient for successful propagation and maintenance.
The significance of the substratum (type and amount), and the presence of both
pools and riffle areas will be discussed in greater detail in the following
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paragraphs. Finally, the specific habitat requirements of several fish species
(including black & white crappie, channel catfish, cutthroat trout, creek chub
and bluegill) will be discussed in order to illustrate the importance of the
substratum and the pool/riffle structure and to indicate the similarities and
differences in requirements between species.

The Substratum and Its Effect on Fishes

A few fishes, particularly small benthic species, are more or less confined to
rocky or stony substrata. These include all those with ventral suckers and
friction plates (e.g. some species of darters). Many others are also fairly
definitely associated with a specific type of substratum. For example, the gud-
geon is associated with gravel, the sand darter with sand, and the mudfish
with thick marginal vegetation,

For the great majority of fish species, however, the nature of the substratum
is apparently of little consequence except at times of breeding. Nearly all
species of fish have fairly well-defined breeding habits and requirements. The
great majority of freshwater fishes spawn on a solid surface {such as a flat
area under a large stone) in stoney or gravel substrata. Other species dig
pits in gravel (e.g. the stoneroller) in which the eggs are laid. This re-
quires that the gravel be a suitable size and be relatively free of silt and
sand. Still other species make piles of pebbles (e.g. some chubs and minnows)
through which water passes freely bringing oxygen to the buried eggs. Some
species of trout and Atlantic salmon select places for spawning where there is
a down-flow of water, say at the downstream end of pools, where the water
flows into riffles. In summary, species which construct nests (see Table
[1-3-1) or redds are restricted not only in respect of the size of the mate-
rial of the substratum, which they must be able to move, but by the need to be
free of silt; and salmonids, and probably some other fishes, are also restric-
ted to places where there is a natural intra-gravel flow of water.

On the other hand, there are a great many species (e.g. the whitefish, ster-
let, grayling, etc.) which breed on gravel or stones but build no nests. In
fact, this is probably the most common pattern of breeding among running-water
species. Table I1-3-2 is a partial list of fish species {(which build no nests)
along with their desired spawning habitat. The fishes which breed in this
manner move onto the clean gravel in swifter and shallower water than is their
normal adult habitat to spawn.

There are also those species which spawn on other substrata besides stones and
gravel, including sand (e.g. the log-perch), mud (e.g. the Murray cod), and
vegetation (e.g. some species of darters and most still-water species).

Finally, there are many riverine species (e.g. grass carp, some perch species)
which Tay buoyant or semi-buoyant eggs which float in the water and are
carried downstream while they deveiop.

In conclusion, it can be seen from the previous discussion that breeding
habitat requirements for fishes can be very restrictive, and consequently, the
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TABLE [1-3-1, EXAMPLES OF NEST-BUILDING FISH

Sgecies

Stick lebacks (Gasterosteidae)
Largemouth Bass (Micropterus salmoides)
Crappies (Pomoxis)

Rock Basses (Ambloplites)

Warmouth (Chaenobryttus)

Bluegill (Lepomis macrochirus)

Most Bullheads (Ictalurus)

Smallmouth Bass (Micropterus dolomieu)
Trouts (Saimo)

Stoneroller (Campostoma anomalum)
Brook Trout (Salvelinus fontinalis)

Creek Chubs (Semotilus)
Bluntnose & Fathead Minnows (Pimephales)

I1-3-6

Type of Nest

Nest a circular
depression in mud,
silt, or sand and
often in and among
roots of aquatic
flowering plants

Nest a circular
depression in
gravel

Nest a pile of
pebbles



TABLE I1-3-1., EXAMPLES OF FISH THAT DO NOT BUILD NESTS

species

Northern Pike (Esox lucius)

Carp (Cyprinus carpio)

Goldfish (Carassium auratus)

Golden Shiner (Notemigonus crysoleucas)

Whitefishes (Coregonus)

Ciscos (Leucicthys)

Lake Trout (Salvelinus namaycush)
Log Perch (Percina caprodes)
Suckers {Catostomus)

Walleyes (Stizosstedion)

Yellow Perch (Perca flavescens)

White Perch (Morone americana)

Grass Carp (Ctenopharyngodon idellus)
Brook Silverside (Labidesthes sicculus)
Alewife (Alosa pseudoharengus)

Siamese Fighting Fish (Betta)

Bitterling (Rhodeus)

Lumpsucker (Careproctus)

11-3-7

Spawning Habitat

Scattering eggs over
aquatic plants, or
their roots or
remains

Scattering eggs over
shoals of sand, gra-
vel, or boulders

Semi-buoyant or
buoyant eggs

Eggs deposited in the
mantle cavity of a
freshwater mussel

Eggs deposited
beneath the carapace
of the Kamchatka crab



suitable breeding sites can be extremely limited. Furthermore, the require-
ments can be extremely varied among species. However, the general breeding
habitat requirements fall into the following categories:

0 Build a nest and breed on stone or gravel substrata.
0 Breed on stone or gravel substrata without building a nest.
0 Breed on other substrata, including sand, mud, or vegetation.
o Lay buoyant or semi-buoyant drifting eggs and larvae.
Pool Areas

Pool areas in a stream are essential for providing shelter for both resting
and protection from predation. To a lesser extent pools are important as a
spawning habitat and for food production (although food production is lower in
pools than in riffles).

Even the streamlined species that are well adapted to fast-flowing water (e.q.
salmon and trout) need time to rest or seek shelter to avoid predators. As a
matter of fact all fishes spend most of their time resting in shelters in
lower velocity pool areas. Still other species (e.g. channel catfish, particu-
larly adults) reside primarily in pool areas and generally move only to riffle
areas at night to feed.

Therefore, based on the foregoing discussion, one must conclude that the exis-
tence of pools is critical to the well-being of all fish species, since they
provide resting cover and protection from predators.

Riffle/Run Areas

As discussed previously in the section on benthic invertebrates and again in
the section on the substratum and its affect on fishes, it is apparent that
riffle areas are most important due to their food producing capability (i.e.
benthic invertebrates) and their suitability as a fish spawning habitat (i.e.
it is in riffle areas where the silt-free stone or gravel exists and where oxy-
gen to the eggs is constantly being renewed). Without an abundant food supply
and the proper spawning habitat, propagation and maintenance of a fish species
would be impossible.

Species Examples

Bluegill (Lepomis macrochirus)

The bluegill is native from the Lake Champlain and southern Ontario region
through the Great Lakes to Minnesota, and south to northeastern Mexico, the
Gulf States, and the Carolinas.

Bluegills are most abundant in large low velocity (<10 cm/sec preferably)
streams. Abundance has been positively correlated to a high percentage (>60%)
of pool area and negatively correlated to a high percentage of riffle/run
areas.
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Cover in the form of submerged vegetation, logs, brush and other debris is uti-
tized by bluegills. Excessive vegetation can influence both feeding ability
and abundance of food by inhibiting the utilization of prey by bluegills.

Bluegills are guarding, nest building lithophils. Nests are usually found in
quiet shallow water over almost any substrate; however, fine gravel or sand is
preferred.

In summary, riffles and substrate play a small role in the life cycle of the
bluegill. In fact, excessive riffle/run areas have been negatively correlated
with an abundance of bluegilis. On the other hand, pools are significant as
the typical bluegill habitat for resting, feeding, and spawning.

Creek Chub (Semotilus atromaculatus)

The Creek Chub is a widely distributed cyprinid ranging from the Rocky Moun-
tains to the Atlantic Coast and from the Gulf of Mexico to southern Manitoba
and Quebec. Within its range, it is one of the most characteristic and common
fishes of small, clear streams.

The optimum habitat for creek chubs is small, clear, cool streams with mode-
rate to high gradients, gravel substrate, well-defined riffles and pools with
abundant food, and cover of cut-banks, roots, aquatic vegetation, brush, and
large rocks. Creek chubs are found over all types of substrate with abundance
correlated more with the amount of instream cover than with the substrate
type. It is assumed that stream reaches with 40-60% pools are optimum for pro-
viding riffle areas for spawning habitat and pools for cover.

Rubble substrate in riffles, abundant aquatic vegetation, and abundant stream-
bank vegetation are conditions associated with high production of food types
consumed by creek chubs.

Spawning occurs in gravel nests constructed by the male in shallow areas just
above and below riffles to insure a good water exchange rate through the creek
chub redds. Reproductive success of creek chubs varies with the type of spawn-
ing substrate available. Production is highest in clean gravel substrate in
riffle-run areas with velocities of 20-64 cm/sec. Production is negligible in
sand or silt.

In summary, pools, riffles and substrate are important to the creek chub in
the following manner.

1) Riffles - provide a suitable spawning habitat,

2) Substrate - a clean gravel substrate is required for spawning, and
3) Pools - provide resting cover and abundant food.
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White Crappie (Pomoxis annularis)

The white crappie is native to freshwater lakes and streams from the southern
Great Lakes, west to Nebraska, south to Texas and Alabama, east to North Caro-
lina, then west of the Appalachian Mountains to New York. It has been widely
introduced outside this range throughout North America.

Wnite crappie are most numerous in base-level low gradient rivers preferring
low velocity areas commonly found in pools, overflow areas, and backwaters of
rivers. In these areas, cover is important for providing resting areas and pro-
tection from predation. Cover also provides habitat for insects and small for-
age fish, which are important food for the crappie. In addition, cover is
important during reproduction as the male white crappie constructs and gquards
nests over a variety of substrates almost always near vegetation or around sub-
merged objects.

In summary, riffles and substrate composition are for the most part insignifi-
cant to the white crappie. However, pools are important for resting, feeding,
spawning and providing protection from predation.

Channel Catfish (Ictalurus punctatus)

The native range of channel catfish extends from the southern portions of the
Canadian prairie provinces south to the Guif States, west to the Rocky Moun-
tains, and east to the Appalachian Mountains. They have been widely introduced
outside this range and occur in essentially all of the Pacific and Atlantic
drainages in the 48 contiguous states.

Optimum riverine habitat for the channel catfish is characterized by a diver-
sity of velocities, depths and structural features that provide cover and
food. Low velocity (<15 cm/sec) areas of deep pools and littoral areas and
backwaters of rivers with greater than 40 percent suitable cover are desir-
able. Riffle and run areas with rubble substrate, pools, and areas with debris
and aquatic vegetation are conditions associated with high production of aqua-
tic insects consumed by channel catfish. A riverine habitat with 40-60% pools
would be optimum for providing riffle habitat for food production and feeding
and pool habitat for spawning and resting cover.

Adult channel catfish in rivers are found in large, deep pools with cover.
They move to riffles and runs at night to feed. Catfish fry have strong
shelter-seeking tendencies and cover availability is important in determining
habitat suitability. However, dense aquatic vegetation generally does not pro-
vide optimum cover because predation on- fry by centrarchids is high under
these conditions.

Dark and secluded areas are required for nesting. Males build and guard nests
in cavities, burrows, under rocks and in other protected sites.
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In summary, the presence of riffles and pools are equally important to the suc-
cessful propagation of channel catfish, with riffles providing a suitable
habitat for food production and feeding and with pools providing a suitable
habitat for spawning and resting. Additionally, channel catfish appear to be
relatively insensitive to variations in the substrate type.

Cutthroat Trout (Salmo clarki)

Cutthroat trout are a polytypic species consisting of several geographically
distinct forms with a broad distribution and a great amount of genetic diver-
sity.

Optimal cutthroat trout riverine habitat 1is characterized by clear, cold
water; a silt free rocky substrate in riffle-run areas; an approximately 1l:1
pool/riffle ratio with areas of slow, deep water; well vegetated stream banks;
abundant instream cover; and relatively stable water flow, temperature regimes
and stream banks. A 1:1 ratio (40-60% pools) of pool to riffle area appears to
provide an optimal mix of trout food producing and rearing areas.

Cover is recognized as one of the essential components of trout streams. Cover
is provided by overhanging vegetation; submerged vegetation, undercut banks
and instream objects. The main use of this cover is predator avoidance and
resting.

Conditions for spawning require a gravel substrate with < 5% fines. Greater
than 30% fines will result in a low survival rate of embryos. Optimal sub-
strate size averages 1.5 - 6.0 cm in diameter; however, gravel size as small
as 0.3 cm in diameter is suitable for incubation.

Black Crappie (Pomoxis nigromaculatus)

The black crappie is native to freshwater lakes and streams from the Great
Lakes south to the Gulf of Mexico and the southern Atlantic States, north to
North Dakota and eastern Montana and east to the Appalachians.

Black crappie are common in base or low gradient streams of low velocities,
preferring quiet, sluggish rivers with a high percentage of pools, backwaters,
and cut-off areas. Black crappie prefer clear water and grow faster in areas
of low turbidity.

Abundant cover, particularly in the form of aquatic vegetation, is necessary
for growth and reproduction. Common daytime habitat is shallow water in dense
vegetation and around submerged trees, brush or other objects.

Conclusions
In conclusion, a review of the substratum and its effects on benthi¢c inverte-
brates and fishes reveals that the invertebrates are dependent on a suitable

substrata for growth, successful reproduction, and maintenance, and the fishes
are dependent on a suitable substrata primarily only during breeding. With the
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proper substrata, an adequate supply of benthic invertebrates is available as
food for the fishes.

Similarly, it is the proper balance between pools and riffles (approximately
1:1 ratio) that wil) insure an abundant food supply for both invertebrates and
fishes, the existence of the proper habitat for reproduction of both inverte-

brates and fishes, and adequate cover for resting and protection from pre-
dation.
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CHAPTER I1-4

CHANNEL CHARACTERISTICS AND
EFFECTS OF CHANNELIZATION

INTRODUCT ION

Channelization can be defined as modification of a stream system - including
the stream channel, stream bank, and nearstream riparian areas - in order to
increase the rate of drainage from the land and conveyance of water down-
stream. Simpson et al. (1982) listed the common methods of channelization as:

1. Clearing and Snagging. Removal of obstructions from the streambed and
banks to increase the capacity of a system to convey water. Such oper-
ations include removal of bedload material, debris, pilings, head walls,
or other manmade materials.

2. Rip-rapping. Placement of rock or other material in critical areas to
minimize erosion,

3. MWidening. Increase of channel width to improve the conveyance of water
and increase the capacity of the system.

4, Deegening. Excavation of the channel bottom to a lower elevation so as
0 1ncrease the capacity to convey water or to promote drainage or lower-
ing of the water table, or to enhance navigation.

5. Realignment. Construction of a new channel or straightening of a channel
to Increase the capacity to convey water.

6. Lining. Placement of a nonvegetative lining on a portion of a channel to
minimize erosion or increase the capacity of a stream to convey or con-
serve water,

Channelization projects are classified according to their magnitude as either
short-reach or long-reach. Short-reach channelization is associated with road
and bridge construction and may entail 0.5 km of stream length within the vi-
cinity of the crossing. Although short-reach projects may adversely affect
stream biota, they should not produce significant long-term impacts with pro-
per mitigation (Bulkley et al. 1976). The comments in this chapter generally
refer to the effects of long-reach channelization; those impacts are greater
in duration, dimension, and severity. Simpson et al. (1982) listed the pur-
poses of (long-reach) channelization as:

l. Local flood control to prevent damage to homes, industrial areas, and

farms on the flood plain by increased stream conveyance of water past
the protected areas;
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2. Increase of arable land for agriculture by channel straightening, deep-
ening, and widening to remove meanders, increase channel capacity, and
lower the channel bed. Straightening reduces the stream area and length
of bordering lands, increases land area at cutoffs, and increases flow
velocity. Deepening and widening increases channel capacity and improves
drainage from adjacent lands;

ner
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4, Restoration of hydraulic efficiency of streams following unusually se-
vere storms.

In the interest of such goals, several thousand miles of streams in the United
States have been altered over the past 150 years (Simpson et al. 1982). How-
ever, in achieving these goals, detrimental effects are often incurred on
water quality and stream biota. This chapter addresses the effects of channel-
ization on stream characteristics and the associated biological impacts.

CHARACTERISTICS OF THE STREAM SYSTEM

Stream Depth and Width

The depth and width of a stream are usually made uniform (generally by widen-
ing and deepening) by stream channelization in order to increase the hydraulic
efficiency of the system. This practice results in a monotony of habitats
throughout the modified reach. Gorman and Karr (1978) demonstrated the direct
relationship that exists between habitat diversity (considering depth, sub-
strate, and velocity) and fish species diversity. Alteration of stream depth
involves the disturbance and removal of natural bottom materials. Increasing
stream depth can lower the water table of the area. Probably the most signi-
ficant impact of depth modification is the disruption of the run-riffle-pool
sequence (See Chapter [I-3: Pools, Riffles, and Substrate Composition). Wid-
ening a stream increases the surface area and often involves removal of stream-
side vegetation. These practices increase the amount of light received by the
water column and can lead to changes in the productivity and trophic regime of
the system. Increasing and regularizing stream width also may reduce the pro-
portion of bank/water interface, which constitutes important wildlife habitat.

Stream Length

Stream channelization usually involves realignment of the stream channel in
order to convey water more quickly out of the modified reach. By straightening
a stream its overall length is decreased. Channelized streams have been short-
ened an average of 45 percent (ranging from 8 to 95 percent) in Iowa (Bulkley
1975) and approximately 31 percent in Southcentral Oklahoma (Barclay 1980).
Shortening the linear distance between two points with a constant change in
elevation increases the slope or gradient of the stream, causing a corre-
sponding increase in current velocity. Reducing the time required for a given
parcel of water to flow through a stream segment may lower the capacity of the
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stream to assimilate wastes and increase the organic loading on downstream
reaches.

The obvious effect of reducing stream length is the loss of living space.
Stream segments that are isolated by channelization eventually become
eutrophic and fill with sediment (Winger et al, 1976), and their function is
severely impaired. In these -eutrophic habitats, normal stream benthos,
especially mayflies, stoneflies, caddisflies, and hellgramites, are replaced
by tolerant chironomids and oligochaetes (Hynes 1970).

In addition to the loss of total living space, the amount of valuable edge
habitat is decreased by stream straightening. Fish are habitat specialists
(Karr and Schlosser 1977) and are not found uniformly distributed throughout
the water column. Most fish and macroinvertebrate species utilize cover in
lotic systems, much of which is associated with the sloping stream bank.

Channel Configuration

A stream is straightened by cutting a linear channel that eliminates natural
bends (meanders) from the main course of flow. Sinuosity is a measure of the
degree of meandering by a stream and is measured as the ratio of channe)
length to linear length or down-valley distance (Leopold et al. 1964), Sinu-
osity index values may range from 1.0 for a straight conduit to as high as 3.5
for mature, winding rivers (Simpson et al. 1982). A high gradient mountain
stream may have a sinuosity index of 1.1, while a value of 1.5 or greater jus-
tifies designation as a meandering stream (Leopold et al. 1964).

Channelization (straightening) decreases sinuosity. Reducing sinuosity de-
creases the total amount of habitat available to biota as well as the amount
of effective and unique habitat. Zimmer and Bachman (1976, 1978) found that
habitat diversity was directly related to the degree of meandering in naturat
and channelized streams in Iowa, and that as sinuosity increased the biomass
and number of organisms in the macroinvertebrate drift increased. Drift of ben-
thic invertebrates is a major food source of fish.

The S-shaped meanders commonly observed in streams serve as a natural system
of dissipating the kinetic energy produced by water moving downstream (Leopold
and Langbein 1966). When a stream is straightened the energy is expended more
rapidly, resulting in increased scour during high-flow periods.

Bedform

Bedform, or vertical sinuosity, is a measure of riffle-pool periodicity and is
expressed in terms of the average distance between pools measured in average
stream widths for the section (Leopold et al. 1964). Leopold et al. (1964) re-
ported that natural streams have a riffle-pool periodicity of five to seven
stream widths. This is variable, however, and is dependent on gradient and
geology {as is horizontal sinuosity). Channelization eliminates or reduces

11-4-3



riffle-pool periodicity (Huggins and Moss 1975, Lund 1976, Winger et al. 1976,
Bulkley et al. 1976, Griswold et al. 1978),

Disruption of the run-riffle-pool sequence has detrimental consequences on mac-
roinvertebrate and fish populations. Creating a homogeneous bedform drasti-
cally reduces habitat diversity and leads to shifts in species composition.
Griswold et al. (1978) concluded that riffle species (heptageniids, hydro-
sychid, elmids) in macroinvertebrate communities are replaced by slow water
forms (chironomids and tubificids) after channelization of warmwater streams.
Riffles are commonly considered to be the most productive areas in the stream
in terms of macroinvertebrate density and diversity. Also, the benthic fauna
adapted to riffles are highly desirable fish food species. Pools can support
an abundant benthic fauna, but pool-adapted forms are not as heavily utilized
by fish. Habitat diversity provided by the run-riffle-pool sequence also con-
tributes greatly to species richness in the fish comunity.

Velocity and Discharge

Stream velocity is a function of stream gradient and channel roughness. Rough-
ness is a measure of the irregularity in a drainage channel, which will reduce
water velocity, and is affected by sinuosity, substrate size, instream vege-
tation, and other obstructions (Karr and Schlosser 1977).

Discharge or flow (Q) is the volume of water moving past a location per unit
time, and is related to velocity as follows:

Q = VA

where Q = discharge (ft /s)
V = yvelocity (ft/s)
A = cross-sectional area (ft )

By increasing the slope and reducing roughness, channelization often increases
water velocity (King and Carlander 1976, Simpson et al. 1982); however, if the
cross-sectional area of the channel is sufficiently enlarged by widening and
deepening, the average velocity may be unchanged or decrease (Bulkley et al.
1976, Griswold et al. 1978). In either case, the velocity is usually made uni-
form by channelization.

The concept of unit stream power has been developed to predict the rate of sed-
iment transfer in streams. Unit stream power (USP) is defined as the rate of
potential energy expenditure per unit weight of water in a chaanel (Karr and
Schlosser 1977) and can be calculated by the following equation (Yang 1972):

o ak av
USP = a = dt dx = VS
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where t = time (s)

V = average stream velocity (ft/s)

S = slope or gradient of the channel /ft/100 ft)

Y = elevation above a given point and is equivalent to the potential
energy per unit weight of water (i.e., foot-pounds of energy per
pound of water)

X = longitudinal distance

USP = unit stream power, (foot-pounds of energy per pound of water per
second)

The USP is a measure of the amount of energy available for sediment transport;
however, a stream may carry less than the maximum load depending on the avail-
ability of sediment due to such factors as bank stability, substrate sta-
bility, vegetative cover, and surface erosion,

The effect of channelization on discharge is seasonally variable. During rainy
periods a natural stream tends to overflow its banks, inundating adjacent low-
lying areas. This flood water is temporarily stored and slowly percolates to
the water tabie. Natural storage dampens runoff surges. Also, the roughness of
natural streams slows conveyance, lengthening the time of energy dissipation.
A variety of channelization practices designed to increase drainage and hydrau-
lic efficiency (e.g., straightening, removal of channel obstructions, removal
of instream and streamside vegetation, berming and leveeing) resuit in a sharp-
er flow hydrograph and a shorter flow period following rainfall events (Huish
and Pardue 1978). The hypothetical hydrographs shown in Figure II-4-1 illus-
trate the hydrologic/hydraulic effects of channelization. Channelization is
designed to rapidly convey water off the land and downstream through the con-
duit. Properiy-functioning channelized streams amplify the impact of high
flows. Increased flow velocity, discharge, and unit stream power result in ac-
centuated scour, erosion, bank cutting, sediment transport, and hydraulic
loading (flooding); especially below channelized segments. Because of in-
creased hydraulic efficiency, channelized streams return to base flow levels
following rainfall more rapidly than natural streams (see Figure II-4-1), and
can reduce water availability by lowering the water table. Griswold et al.
(1978) concluded that in small, well-drained, agricultural watersheds channel
alterations can lead to complete dewatering of long sections of the stream bed
during drought conditions. Simpson et al. (1982) summarized the seasonal im-
pacts of channelization as causing lower than natural base flows and higher
than normal high flows.

Instream vegetation can be reduced, eliminated, or prevented from reestablish-
ment by high stream velocity.

Current velocity has been cited as one of the most significant factors in de-
termining the composition of stream benthic communities (Cummins 1975). Hynes
(1970) suggested that many macroinvertebrates are associated with specific vel-
ocities because of their method of feeding and respiration. Macroinvertebrate
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drift has been found to increase as discharge decreases (Minshall and Winger
1968) and as velocity increases (Walton 1977, Zimmer 1977),

By altering stream velocity, discharge, and unit stream power, channelization
modifies the natural substrate. Disruption of the streambed may produce shift-
ing substrates that are unstable habitats for macroinvertebrates. Scour and
erosion due to high velocity increases stream turbidity and leads to siltation
of downstream reaches. High turbidity can damage macroinvertebrate populations
via abrasive action on fragile species (Hynes 1970} and clogging the gills of
species without protective coverings (Cairns et al. 1971),

High turbidity and velocity in conjunction with a lack of cover is detrimental
to fish. Usually, a very high concentration of sediment is required to direct-
ly kill adult fish by clogging the opercular cavity and gill filaments (Wallen
1951), but detrimental behavioral effects occur at much lower levels (Swenson
et al. 1976). Turbid waters can also hinder the capture of prey by sight-
feeders. An obvious impact of channelization is the loss of habitat due to re-
duced flow and dessication during drought conditions. Productive riffle areas
can be exposed by low flows, thereby directly affecting the benthos and reduc-
ing the food supply of fish., Low dissolved oxygen levels during summer low
flows can eliminate macroinvertebrates with high oxygen requirements (Hynes
1970), and can affect emergence (Nebeker 1971), drift (Lavandier and Caplancef
1975), and feeding and growth {Cummins 1974).The effects of reduced flow on
fish include a degraded food source, and interference with spawning. Concen-
trating fish into a greatly reduced volume can lead to increased competition,
predation, and disease.

Bulkley et al. (1976) found that gradient was a major factor affecting the dis-
tribution of fishes. Thus, modifications 1in gradient by channelization can
drastically alter the species composition of a fish community.

Substrate

The stream substrate is ultimately a product of climatic conditions and the
underlying geology of the watershed. It 1is specifically affected by factors
such as gradient, weathering, erosion, sedimentation, biological activity, and
land use. Channelization generally alters the substrate characteristics of a
stream; more often than not, average substrate particle size is reduced
(Etnier 1972, King 1973, Griswold et al. 1978),

The substrate of a stream is one of the most important factors controlling the
distribution and abundance of aquatic macroinvertebrates (Cummins and Lauff
1969, Minshall and Minshall 1977, Williams and Mundie 1978), and therefore,
the impact of channelization on benthic communities is directly related to the
degree to which the substrate is affected. Siltation is especially detrimental
to the benthos and can cause the following impacts:
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1. Decreased habitat diversity due to filling of interstitial spaces
{Simpson et al. 1982)

2. Decreased standing crop (Tebo 1955)

3. Decreased density (Gammon 1970)

4, Decreased number of taxa (Simpson et al. 1982)

5. Decreased reproductive success by affecting eggs (Chutter 1969)
6. Decreased productivity (King and Ball 1967)

7. Species shifts from valuable species to burrowing insects and oligo-
chaetes (Morris et al. 1968)

Generally, the impact of channelization via substrate disruption is more sign-
ificant in high gradient headwater streams (where coarse substrates are essen-
tial for protection from a strong current) than in low gradient warmwater
streams. Little or no change in benthic communities has been observed in the
latter stream type following channelization (Wolf et al. 1972, King and
Carlander 1975, Possardt 1976), at least partially because the natural sub-
strate of these ecosystems was not drastically altered by channelization.
Shifting substrates are often a consequence of channelizing streams. The ab-
sence of a stable habitat leads to reductions in macroinvertebrate populations
(Arner et al. 1976). In some streams where channelization has not permanently
disturbed the substrate, rapid recoveries (within one year) in the benthic com-
munity have been observed (Meehan 1971, Possardt et al. 1976, King and
Carlander 1976, Whitaker et al. 1979); however, recovery of macrobenthos can
be very slow (Arner et al. 1976),

Changes in macroinvertebrate populations affect the fish community through the
food chain. Substrate composition is also important to fish reproduction. For
example: trout and salmon require a specific size of gravel in which to build
redds and spawn; pikes broadcast eggs over aquatic vegetation which requires
silt and mud to grow; sculpins require a state-type substrate under which they
deposit adhesive eggs; and catfish prefer natural cavities for reproduction
(Pflieger 1975). Siltation can decrease reproductive success by smothering or
suffocating eggs. Channelization can also affect fish adversely by reducing
substrate heterogeneity, thereby decreasing habitat diversity.

Cover

Cover is anything that provides real or behavioral protection for an organism.
It can allow escape from predators, alleviate the need to expend energy to
maintain a position in the current, or provide a place to hide from potential
prey or to just be out of sight. Cover includes rocks, logs, brush, instream
and overhanging vegetation, snags, roots, undercut banks, crevices, inter-
stices, riffles, backwaters, pools, and shadows. Channelization generally de-
creases the amount of cover in a stream. Practices such as modification of the
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streambed (usually into a uniform trapezoidal shape), snagging and clearing,
and vegetation removal decrease the total amount and variety of cover, and re-
duce habitat diversity.

Cover such as logs, stumps, and snags provide valuable stable substrate for
macroinvertebrates - especially in streams with a shifting substratum. In-
stream vegetation serves macroinvertebrates as a substrate for attachment,
emergence, and egg deposition. Instream obstructions accumulate leaves, twigs,
and other detritus. This coarse particulate organic matter (CPOM) is used as a
food source by detritivorous invertebrates (shredders). Retention of CPOM re-
duces the organic loading on downstream reaches (Marzolf 1978).

Both fish and aquatic macroinvertebrates use cover for predator avoidance,
resting, and concealment. Simpson et al. (1982) stated that cover can be re~
garded as a behavioral habitat requirement for many fish species, and that re-
moval of cover adversely affects fish populations.

Inundation and Desiccation

The modified hydroperiod typical of channelized streams {illustrated in Figure
11-4-1) often causes downstream reaches to flood more frequently and more in-
tensely, altering floodplain soils and vegetation, and damaging land values
and personal property.

By augmenting land drainage and hydraulic efficiency, channelization has also
led to summer drying of streams and desiccation of adjacent and upstream land
areas. Nearstream riparian areas provide a number of valuable functions which
are often disrupted by channelization. Wetlands assimilate nutrients and trap
sediment from runoff and stream overflow, thereby acting as natural puri-
fication systems (Karr and Schlosser 1977, Brown et al. 1979). Rapid convey-
ance and accumulation of nutrients has led to eutrophication problems down-
stream (Montalbano et al. 1979). Natural! fertilization of the floodplain is
prevented by restricting flow to the chanrnel. In natural systems, detritus
entering the stream from backwaters constitutes an important food source for
benthic invertebrates (Wharton and Brinson 1977). Likewise, riparian areas are
often rich sources of macroinvertebrates (Wharton and Brinson 1977) that can
become available to stream fish during floods or serve as an epicenter for re-
populating stream benthos. Some fish (e.g., Esocidae, the pike family) use
swampy areas that are seasonally connected to a stream as spawning and nursery
habitat. Loss of wetlands due to dewatering precludes these functions.

When wetland areas are drained they become available for other types of land
use such as agriculture or development. Conversion of wetlands to pastures and
cropland has frequently occurred following channelization. Relative to wet-
lands, agricultural land uses accentuate runoff, sedimentation, nutrient en-
richment (from fertilizers and animal waste), and toxicant ‘leaching (from
pesticides).

The response of the benthic community to nutrient enrichment (i.e., from agri-
cultural runoff) generally involves the demise of intolerant, "“clean-water”
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taxa and an increase in numbers and biomass of forms that are tolerant of or-
ganic pollution and low dissolved oxygen; a decrease in species diversity of-
ten occurs as well.

Land use changes can increase the load of toxic chemicals reaching the stream.
Agricultural and urban runoff contribute a variety of toxicants. Saltwater in-
trusion may become a problem following drainage of coastal wetlands. (Aithough
sodium chloride is generally not considered a toxic chemical it can be lethal
to freshwater organisms.) Potential impacts include lethal and chronic ef-
fects, biomagnification (via bioaccumulation and bioconcentration), and contam-
ination of human food and recreational resources.

The impact of draining and dewatering riparian areas on terrestrial organisms
is extensive. Vegetation (including bottomland hardwoods) tends to undergo a
shift from water-tolerant to water-intolerant forms (i.e., hydric > mesic >
xeric) (Fredrickson 1979, Maki et al. 1980, Barclay 1980). These vegetative
changes along with land use changes and land drainage commonly cause the fol-
Yowing impacts on terrestrial fauna:

loss of habitat

loss of cover

loss of food sources

species composition changes

reduced diversity, density, and productivity
increased susceptibility to predation
increased exposure to toxic chemicals.

Streamside Vegetation

Channelization may fimpact streamside vegetation indirectly through changes in
drainage as described above or directly by the clearing of stream banks and
the deposition of dredge spoils. Clearing, dredging, and spoil deposition typi-
cally result in reduced species diversity and vertical and horizontal struc-
tural diversity of streamside vegetation. Tree removal is performed in many
channelization projects (Fredrickson 1979, Barclay 1980). Removal of woody spe-
cies eliminates wildlife habitat, mast production, canopy cover, and shade.
Other detrimental impacts of channelization on vegetation include dieback, sun-
scald, undercutting, and windthrow (Simpson et al. 1982). Spoils deposited on
the streambank from channel cutting, dredging, and berming generally make in-
fertile, sandy sofls that are easily eroded. Subsequent channel maintenance
procedures hinder ecological succession and delay recovery of the stream sys-
tem.

Interception of rainfall by the vegetative canopy lessens the impact of rain-
drops on the soil, and bank stability is enhanced by the binding of soil by
plant roots. Loss of these functions permits the rate of erosion and the
stream sediment load to increase.
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Remova. of vegetation that shades the stream increases the intensity of sun-
light reaching the water column. A resultant increase in the rate of photo-
synthesis causes changes in the natural pathways of energy flow and nutrient
cycling (i.e., trophic structure). Increased primary production can lead to
amplification of the diurnal variation in pH and dissolved oxygen concen-
tration following channelization (0'Rear 1975, Huish and Pardue 1978, Parrish
et al. 1978). Increasing the incident sunlight raises water temperature. High-
er temperatures increase the rates of chemical reactions and biological pro-
cesses, decrease oxygen solubility, and can exceed the physiological tolerance
limits of some macroinvertebrates and fish - most notably trout (Schmal and
Sanders 1978, Parrish et al. 1978).

In natural stream systems, allochthonous input of organic matter from stream-
side vegetation constitutes the major energy source in low-order streams
(Cummins 1974). A functional group of benthic organisms called shredders uses
allochthonousiy-derived detritus (CPOM) as a food source, and process it into
fine particulate organic matter (FPOM) which is utilized by another functional
group, the collectors. Removing streamside vegetation greatly reduces the in-
put of allochthonous detritus and allows primary productivity to increase be-
cause of greater light availability. These factors bring about a decline in
shredder populations and an increase in herbivorous grazers which take advan-
tage of increasing algae abundance. In headwater areas, species diversity is
likely to decrease due to the loss of detritivorous taxa, and macroinver-
tebrate density may decline because the swift current of those reaches is not
conducive to planktonic and some periphytic algae forms. Loss of allochthonous
material has less impact on intermediate-order streams because they are natu-
rally autotrophic (P/R>1), except that channelization of upstream reaches re-
duces the amount of FPOM that is received via nutrient spiraling. The liter-
ature contains excellent discussions of energy and materials transport in
streams (Cummins et al. 1973, Cummins 1974, Cummins 1975, Marzolf 1978, Van-
note et al. 1980).

Reductions and changes in the macroinvertebrate community affect the food
source of fishes., Changing availabilities of detritus and algae may skew the
fish community with respect to trophic levels that utilize those energy
sources. Clearing away nearstream vegetation alsc reduces the input of terres-
trial insects that are eaten by fish.

In addition, streamside vegetation provides cover in the form of shadows, root
masses, limbs, and trees which fall into the stream. Most game fish species
prefer shaded habitats near the streambank.

SUMMARY

The benefits realized by channelizing a stream are often obtained at the ex-
pense of such impacts as:
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Increased downstream flooding

Reduction of groundwater levels and stream dewatering

Increased bank erosion, turbidity, and sedimentation

Degradation of water quality

Promotion of wetland drainage and woodland destruction

Promotion of land development (agricultural, wurban, residential,
industrial)

Loss of habitat and reduced habitat diversity

Adverse effects on aquatic and terrestrial communities (productivity,
diversity, species composition)

Lowered recreational values

The time required for a natural stream to return to a productive, visually-
appealing body of water is highly variable. Natural recovery of some channel-
ized streams requires better than 30 years. Restoration of the stream channel
and biota can be accelerated by mitigation practices.

The potential negative impacts and time frame of recovery should weigh heavily
in the evaluation of any newly-proposed channelization project.
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CHAPTER [I-5
TEMPERATURE

Temperature exerts an important influence on the chemical and biological
processes in a water body. It determines the distribution of aquatic species;
controls spawning and hatching; regulates activity; and stimulates or
suppresses growth and development. The two most important causes of temper-
ature change in a water body are process and cooling water discharges, and
solar radiation. The consequences of temperature variation caused by thermal
discharges (thermal pollution) continue to receive considerable attention. An
excellent review on this subject may be found in the Thermal Effects section
of the annual literature review issue of the Journal of the Water Poliution
Control Federation. Discussion in this chapter is limited to the influence of
seasonal temperature variation on a water body.

PHYSICAL EFFECTS

Annual climatological cycles and precipitation patterns are controlled by the
annual cycle of solar radiation. Specific patterns of temperature and precipi-
tation, which vary geographically, determine annual patterns of flow to lakes
and streams. In general, winter precipitation in northern latitudes does not
reach a body of water until the spring snow meit. For this reason, streamflow
may be quite low in the winter but increase rapidly in the spring. Low flow
typically occurs in the summer throughout North America.

Changes in season cause changes in water temperature in lakes and streams. The
patterns of temperature change in lakes are well understood. Briefly, many
lakes tend to stratify in the summer, with a warm upper layer (the
epilimnion), a cold bottom layer (the hypolimnion) and a sharp temperature
difference between the two, known as the thermocline. The depth of the
thermocline is determined to large extent by the depth to which solar radia-
tion penetrates the water body. The epilimnion tends to be well oxygenated,
through both algal photosynthesis, and through oxygen transfer from the atmo-
sphere. Surface wind shear forces help mix the epilimnion and keep it oxygen-
ated. The thermocline presents a physical barrier, in a sense, to mixing be-
tween the epilimnion and the hypolimnion. If no photosynthesis takes place in
the hypolimnion, due to diminished solar radiation, and if there is no ex-
change with the epilimnion, dissolved oxygen levels (DO) in the bottom layer
may drop to critical levels, or below. Often water released through the bottom
of a dam has no dissolved oxygen, and may severely jeopardize aquatic life
downstream of the impoundment.

Typical summer and annual lake temperature profiles are presented in Figures
[I-5-1 and 11-5-2, respectively. In the fall the thermocline disappears and
the lake undergoes turnover and becomes well mixed. The temperature becomes
fairly homogeneous in the winter (Figure II-5-2), there is another wind in-
duced turnover in the spring and the cycle ends with the development of epi-
limnion, hypolimnion and thermocline in the summer.
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Rivers and streams generally show a much more homogeneous temperature profile,
largely because turbulent stream flow assures good vertical mixing. Neverthe-
less, small streams may undergo temperature variation as flow passes through
shaded or sunny areas, as it is augmented by cool groundwater or warm agri-
cultural or other surface return flow, or as it becomes more turbid and cap-
tures solar radiation in the form of heat.

TEMPERATURE RELATED BIOLOGICAL EFFECTS

Warm blooded homeothermic animals, such as the mammals, have evolved a number
of methods by which to control body temperature. Cold blooded poikilothermic
animals, such as fish, have not evolved these mechanisms and are much more sus-
ceptible to variation in temperature than are warm blooded animals. Perhaps
the most important adaptation of fish to temperature variation is seen in the
timing of reproductive behavior.

Gradual seasonal changes in water temperature often trigger spawning, metamor-
phosis and migration. The eggs of some freshwater organisms must be chilled
before they will hatch properly. The tolerable temperature range for fish is
often more restrictive during the reproductive period than at other times dur-
ing maturity. The temperature range tolerated by many species may be narrow
during very early development but increases somewhat during maturity. Reproduc-
tion may be hindered significantly by increased temperature because this func-
tion takes place under restricted temperature ranges. Spawning may not occur
at all when temperatures are too high. Thus, a fish population may exist in a
heated area only because of continued immigration.

Because fish are cold-blooded, temperature is important in determining their
standard metabolic rate. As temperature increases, all standard metabolic func-
tions increase, including feeding rates. Water temperature need not reach
lethal levels to eliminate a species. Temperatures that favor competitors, pre-
dators, parasites and disease can destroy a species at levels far below those
that are lethal.

Since body temperature regulation is not possible in fish, any changes in am-
bient temperature are immediately communicated to blood circulating in the
gills and thereby to the rest of the fish., The increase in temperature causes
an increase in metabolic rates and the feeding activity of the fish must in-
crease to satisfy the requirements of these elevated levels. Elevated bio-
chemical rates facilitate the transport of toxic pollutants to the circulatory
system via the gill structure, and hasten the effect these toxicants might ex-
ert on the fish. Increased temperature will also raise the rate at which detox-
ification takes place through metabolic assimilation, or excretion. Despite
these mechanisms of detoxification, a rise in temperature increases the lethal
effect of compounds toxic to fish. A literature review on this subject will
also be found in the JWPCF annual literature review number,

The importance of temperature to fish may also be seen in Tables I[I-5-1 and
I1-5-2, The data in these tables were found in references by Carlander (1969,
1972) and Brungs and Jones (1977). Table 1I-5-1 shows the preferred tempera-
ture for a number of fish and Table I1-5-2 shows the range of temperatures
within which spawning may occur in several species of fish.
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Preferred temperatures usually are determined through controlled laboratory
experiments although some values published in the literature are based on
field observations. Determination of final temperature preferenda of fish in
the field is difficult because field environments cannot be controlled to
match laboratory studies (Cherry and Cairns, 1982). Temperature preference
studies are based on an acclimation temperature which is used as a reference
point against which to examine the response of fish to different temperature
levels. The acclimation temperature itself is critical for it affects the
range of temperatures within which fish prefer to live. This may be seen in
Figure I1-5-3 which shows an .increase in preferred temperature and in the
upper threshold of avoidance with an increase in acclimation temperature. The
range between the acclimation and the upper avoidance temperatures is species
specific and is dependent on the acclimation temperature in which the fish
were tested. A greater variability in fish avoidance response is observed in
winter than in summer testing conditions (Cherry and Cairns, 1982).

Temperature preference/avoidance studies are important to an understanding of
the effect of thermal pollution on the biota of a water body. The literature
on temperature preference will be important to the water body survey in two
ways: when the stream reach of interest is affected by thermal pollution or
when ambient temperature patterns may be a contributing factor which deter-
mines the types of fish that might be expected to inhabit a water body under
different management schemes identified during the assessment.

Temperature is also important because it strongly influences self-purification
in streams. When a rise in temperature occurs in a stream polluted by organic
matter, an increased rate of utilization of dissolved oxygen by biochemical
processes is accompanied by a reduced availability of DO due to the reduced
solubility of gases at higher temperatures. Because of this, many rivers which
have adequate DO in the winter may be devoid of DO in the summer.

Bacteria and other microorganisms which mediate the breakdown of organic mat-
ter in streams are strongly influenced by temperature changes and are more ac-
tive at higher than at lower temperatures. The rate of oxidation of organic
matter is therefore much greater during the summer than during the winter.
This means self purification will be more rapid, and the stream will recover
from the effects of organic pollution in a shorter distance during the warmer
months of the year than in the colder months of the year, provided there is an
adequate supply of dissolved oxygen.

Temperature is an important requlator of natural conditions. It has a profound
effect on habitat properties in lakes and streams; on the solubility of gases
such as oxygen, upon which most aguatic life is dependent; on the toxicity of
pollutants; on the rate and extent of chemical and biochemical reactions; and
on the life cycle of poikilothermic aquatic life in general. Since in the con-
text of the water body survey uses are framed in reference to the presence and
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the protection of aquatic life, those factors which support or jeopardize
aquatic life must be considered.

Perhaps the most critical element in the aquatic environment is dissoived oxy-
gen, whose solubility is a function of temperature. Oxygen is added to an aqua-
tic system by photosynthesis and by transfer from tre atmosphere. Unfortu-
nately, the availability of dissolved oxygen is apt to be greatest when the
requirement for DO is least, i.e., in the winter when metabolic activity has
been substantially reduced. Conversely, the availability may be lowest when
the demand is greatest.

Consideration of the relationship of temperature and availability of dissolved
oxygen is important to the water body survey, and will require a close examina-
tion of natural seasonal variation in DO and its interaction with treatment
process efficiency, with the oxygen demand of the CBOD and NBOD in waste-
waters, and with the seasonal requirements of aquatic life.
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TABLE II-5-1.

Species

Common name

Alewife

Threadfin shad

Sockeye salmon

Pink salmon
Chum salmon
Chinook salmon

Coho salmon

Cisco
Lake whitefish
Cutthroat trout

Rainbow trout

Atlantic salmon
Brown trout

Brook trout

Lake trout
Rainbow smelt

Grass pickerel

Latin name

Alosa pseudoharengus

Dorosoma petenense

Oncorhynchus nerka

0. gorbuscha
0. keta
0. tshawytscha

0. Kisutch

Coregonus artedii
C. clupeaformis
Salmo clarki

S. gairdneri

S. salar
S. trutta

Salvelinus fontinalis

Salvelinus namaycush
Osmerus mordax

Esox americanus
vermiculatus

IT-

Life

Stage Temperature,°C Temperature,®°C

Acclimation

PREFERRED TEMPERATURE OF SOME FISH SPECIES.

Preferred

>, > > p > c. [« (<9 (<) > = p- I N PN <

>

>

J,A

5-7

18
21
24
31

not given
18
24



TABLE II-5-1, PREFERRED TEMPERATURE OF SOME FISH SPECIES. (Continued)

Species Life Acclimation Preferred
Common name Latin name Stage Temperature,®C Temperature,®C

Muskellunge Esox masquinongy J 26
Common carp Cyprinus carpio J 10 17
J 15 25

J 20 27

J 25 31

J 35 32
A Summer 33-35

tEmerald shiner Notropis atherinoides J Summer 25
White sucker Catostomus commersoni A 19-21
Buffalo Ictiobus sp. A 31-34
Brown bullhead Ictalurus nebulosus J 18 21
J 23 27

J 26 31

A 29-31

Channel catfish Ictalurus punctatus J 22-29 35
A 30-32

White perch Morone americana J 6 10
J 15 20

J 20 25
J 26-30 31-32
White bass M. chrysops A Summer 28-30
Striped bass M. saxatilis J 5 12
J 14 22

J 21 26

J 28 28
Rock bass Ambloplites rupestris A 26-30
Green sunfish Lepomis cyanellus J 6 16
J 12 21

J 18 25

J 24 30

J 30 31

[1-5-8



TABLE I11-5-1, PREFERRED TEMPERATURE OF SOME FISH SPECIES. (Continued)

Species Life Acclimation Preferred
Common name Latin name Stage Temperature,°C Temperature,°C

Pumpk inseed L. gibbosus J 8 10
J 19 21

J 24 31

J 26 33

A 31-31

Bluegill L. machrochirus J 6 19
J 12 24

J 18 29

J 24 31

J 30 32

Smalimouth bass Micropterus dolomieui J 15 20
J 18 23

J 24 30

J 30 31

Spotted bass M. punctulatus J 6 17
J 12 20

J 18 27

J 24 30

J 30 32
Largemouth bass M. salmoides J 26-32
White crappie Pomoxis annularis J 5 10
J 24 26

J 27 28
A 28-29
Black crappie P. nigromaculatus J 27-29
A 24-31

Yellow perch Perca flavescens J,A 19-24
Sauger Stizostedion canadense A 18-28
Walleye S. vitreum J,A 20-25
Freshwater drum Aplodinotus grunniens A 29-31
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TABLE 11-5-2. SPAWNING TEMPERATURE OF SOME FISH SPECIES.
Spawning temperature,°C
approximate
Species value or opt imum
Common name Latin name range or peak
Lamprey
Northern brook Ichthyomyzon fosser 13-77
Southern brook Ichthyomyzon gagei 15
Allegheny brook Ichthyomyzon greeleyi 19
Mountain brook Ichthyomyzon hubbsi 10-12
Silver Ichthyomyzon unicuspis >10
Least brook Ichthyomyzon aepyptera 10-16
Arctic Lampetra japonica 12-15
American brook Lampetra lamottei 17
Western brook Lampetra richardsoni 8-20 9-11
Pacific Lampetra tridentata >8
Sea Petromyzon marinus 11-24
Sturgeon
Shortnose Acipenser brevirostrum 8-12
Lake Acipenser fulvenscens 12-19
Atlantic Acipenser oxyrhynchus 13-18
White Acipenser transmontanus 9-17
Paddlefish Polydon spathula 16
Gar
Longnose Lepisosteus osseus >11
Shortnose Lepisosteus platostomus 19-24
Bowfin Amia calva 16-19
Blueback herring Alosa aestivalis 14-27
Shad
Alabama Alosa alabamae 19-22
Hickory Alosa mediocris 18-21
Alewife Alosa pseudoharengus 13-28
American Alosa sapidissima 11-19
Gizzard Dorosoma cepedium 17-29
Threadfin Dorosoma petenense 14-23 21
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Spawning
season

mont h

May-Jun
Mar-May
May
Mar-Apr
Apr-Jun
Mar-May
May-Jul
Apr-Jun
Mar-Jun
Apr
Apr-Jul

Apr-Jdun
Apr<Jdun
Feb-Jul
May -Jul

May-Jun

Mar-Aug
May-Jul

Apr-Jdul
Apr-Jul

Jan-dJul
May -Jun
Apr-Aug
Jan-dJul
Mar-Aug
Apr-Aug



TABLE [I-5-2,

SPAWNING TEMPERATURE OF SOME FISH SPECIES. (Continued)

Species

Common name
Salmon

Pink
Sockeye

(Kok anee)
Coho
Whitefish

Cisco

Lake

Bloater

Alaska

Least cisco
Kiyi

Shortnose cisco
Pygmy

Round

Mountain

Trout

Golden

Arizona
Cutthroat
Rainbow

Gila

Atlantic salmon
Brown

Arctic char
Brook trout

Latin name

Oncorhynchus gorbuscha
Oncorhynchus nerka
(anadromous)
Oncorhynchus nerka
(1andlocked)
Oncorhynchus kisutch

Coregonus artedii
Coregonus clupeaformis
Coregonus hoyi
Coregonus nelsoni
Coregonus sardinella
Coregonus kiyi
Coregonus reighardi
Prospium coulteri
Prospium cylindraceum
Prospium spilonotus

Salmo aguabonita
Salmo apache

Salmo clarki

Salmo gairdneri

Salmo gilae

Salmo salar

Salmo trutta
Salvelinus alpinus
Salvelinus fontinalis

Spawning temperature,°C

approximate
value or optimum
range or peak
10
3-7
5-10
7-13
1-5 3
1-10
5
0-3
0-3
2-5
3-5
0-4
0-4
5-12
7-10
8
10
5-17 9-13
8
2-10 4-6
1-13 7-9
1-13 3-4
3-12 9

[1-5-11

Spawning
season
month

Jul-Oct
Jul-Dec

Aug-Feb
Oct-Jdan

Nov-Dec
Sep-Dec
Nov-Mar
Sep-Oct
Sep-Oct
Oct-Jdan
Apr-Jdun
Oct-Jdan
Oct -Dec
Sep-Dec

Jun-Jul
May
Jan-May
Apr-Jdul/Nov-Feb
Apr-May
Oct -Dec
Oct-Feb
Sep-Dec
Aug-Dec



TABLE II-

Common name

Dolly Varden
Lake

Inconnu

Arctic graylin
Rainbow smelt
Eulachon
Goldeye

Alaska blackfi

Central
mudminnow

Pickerel
Redfin
Grass
Chain

Northern pike

Muskellunge

Chiselmouth

Central
stoneroller

Goldfish
Redside dace
Lake chub

Common carp

5-2.

Species
Latin name

Salvelinus malma
Salvelinus namaycush

Stenodus leucichthys
g Thymallus arcticus

Osmerus mordax

Thaleichthys pacificus

Hiodon alosoides

sh Dallia pectoralis

Umbra limi

Esox americanus
americanus

Esox americanus
vermiculatus

Esox niger

Esox lucius

Esox masquinongy

Acrocheilus alutaceus

Campostoma anomalum
Carassius auratus
Clinostomus elongatus
Couesius plumbeus

Cyprinus carpio

Spawning temperature,°C

SPAWNING TEMPERATURE OF SOME FISH SPECIES. (Continued)

approximate Spawning
value or opt imum season
range or peak month

5-8 Sep-Nov
3-14 Aug-Dec
1-5 Sep-0Oct
4-11 Mar-Jun
1-15 Feb-May
4-8 Mar-May
10-13 May-Jul
10-16 May-Aug
13 Apr
10 Feb-Apr
7-12 10 Mar-May/Aug-Oct
6-16 8 Mar-May
3-19 Feb-Jdul
9-15 13 Apr-May
17 Jun-Jul
13-27 Apr-Jdun
16-30 Feb-Nov
>18 May
14-19 May -Jun
14-26 19-23 Mar-Aug
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TABLE II-5-2,

SPAWNING TEMPERATURE OF SOME FISH SPECIES. (Continued)

Spawning temperature, °C

approximate
Species value or opt imum

Common name Latin name range or peak
Utah chub Gila atraria 12-16
Tui chub Gila bicolor 16
Brassy minnow Hybognathus hankinsoni 10-13
Silvery minnow Hybognathus nuchatis 13-21
Chub

River Hybobsis micropogon 19-28

Silver Hybobsis storeriana 18-21

Clear Hybobsis winchelli 10-17

Rosyface Hybobsis rubriformes 19-23
Peamouth Mylocheilus caurinus 11-22
Hornyhead chub Nocomis biguttatus 24
Shiner

Golden Notemigonus crysoleucas 16-21

Satinfin Notropis analostanus 18-27

Emerald Notropis atherinoides 20-28 24

Bridile Notropis bifrenatus 14-27

Warpaint Notropis coccogenis 20-24

Common Notropis cornutus 15-28 19-21

Fluvial Notropis edwardraneyi 28

Whitetail Notropis galacturus 24-28

Spottail Notropis hudsonius 20

Rosyface Notropis rubellus 20-29

Saffron Notropis rubricroceus 19-30
Sacremento

blackfish Orthodon microlepidotus 15
Bluntnose minnow Pimephales notatus 21-26
Fathead minnow Pimephales promelas 14-30 23-24
Sacremento

squawfish Ptychocheilus grandis 4
Northern

squawfish Ptychocheilus oregonensis 12-22 18

I1-5-
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Spawning
season

month

Apr-Aug
Apr-dun
May -Jun

Apr-May

May-Aug
May-Jun
Feb-Mar
Apr-Jdun

May-dun

Spring

May-Aug
May -Aug
May -Aug
May-Jul
Jun-dJul
Apr-dul
Jun
May-Jun
May-Jul
May-Jul
May-Jdul

Apr-Jdun
Apr-Sep

May-Aug

Apr-dun

May-Jdun



Blacknose dace
Longnose dace
Redside shiner
Creek chub

Fallfish

White
flanneimouth
Largescale
Mountain
Tahoe

Blue
Northern hog

Smallmouth
buffalo

Bigmouth
buffalo

Spotted sucker

-
-

— b
N m<

r o

VWK
O — o <

Humpback sucke

Species
Common name

r

Latin name

Rhinichthy
Rhinichthy

Richardson

YOO
& o
r ¢t v

Catostomus
Catostomus
Catostomus
Catostomus

Spawning temperature,°C

Hypentelium nigricans

Ictiobus b

Ictiobus cyprinellus

Minytrema

Moxostoma

Xyrauchen

approximate
value or opt imum
range or peak
s atratulus 16-22 21
s cataractae 12-16
jus balteatus 10-18
atromaculatus >12
corporalis >16
maraarita 17.18
nas 3“' 11U a » 7
catostomus >5
commersoni 8-21
latipinnis 13
macrocheilus >7
piatyrhynchus  10-19
tahoensis 11-14
elongatus 10-15
>15
ubalus 14-28 17-24
14.27 16-18
melanops 13-18
atripinne 12-18
anisurum >13
breviceps 22-25
duquesnei 13-23
erythrurum 15-22
macrolepidotum 11-22
valenciennesi 16-19
texanus 12-22
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Spawning
season

_month _

May-Jun
May-Aug
Apr-Jul

Apr-Jul

May-Jun
Mar-Jun
Apr-dun
Apr-Jun
Jun-dui
Apr-Jdun
Apr-Jun
May

Mar-Sep

Apr-Jun

Apr-May
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Spawning
season

month

Jun=Jul
Apr-dun
May-Jul
Mar-Sep
Mar-Jul
May-Jul
Jun-Aug

Jul-Aug

Apr-Oct
Apr-Sep
Jun-Aug
Mar-Oct
Jan-Feb
Apr-Jdul

Apr-Sep
May -Aug
May-Jul
Apr-Jun
Apr-Jun
Apr-Jun
May -Aug

TABLE II-5-2, SPAWNING TEMPERATURE OF SOME FISH SPECIES. (Continued)
Spawning temperature,°C
approximate
Species value or opt imum
Common name Latin name range or peak
Catfish
White Ictalurus catus 20-29
Blue Ictalurus furcatus »22
Black bullhead Ictalurus melas »21
Brown bullhead Ictalurus nebulosus »21
Channel Ictalurus punctatus 21-29 27
Flathead Pylodictis olivaris 22-28
Stonecat Noturus flavus 27
Bridled madtom Noturus miurus 25-26
White River
springfish Crenichthys baileyi 32
Desert pupfish Cyprinodon macularius >20 28-32
Banded kilifish Fundulus diaphanus >21 23
Plains kilifish Fundulus kansae 28
Mosquitofish Gambusia affinis 23
Burbot Lota lota 0-2
Brook stickleback Eucalia inconstans 4-21
Threespine
stick leback Gasterosteus aculeatus 5-20
Trout-perch Percopsis omiscomaycus 6-21
White perch Morone americana 11-20
White bass Morone chrysops 12-21
Striped bass Morone saxatilis 12-22 16-19
Rock bass Ambloplites rupestris 16-26
Sacremento perch Archoplites interruptus 22-28
Flier Centrarchus macropterus 17

I1-5-15
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TABLE [I-5-2. SPAWNING TEMPERATURE OF SOME FISH SPECIES. (Continued)

I1-5-16

Spawning temperature, °C
approximate _ Spawning
Species value or opt imum season
Common name Latin name range or peak month

Banded pygmy

sunfish Elassoma zonatum 14-23 Mar-May
Sunfish

Redbreast Lepomis auritus 17-29 Apr-Aug

Green Lepomis cyanellus 20-28 May -Aug

Pumpk inseed Lepomis gibbosus 19-29 May-Aug

Warmouth Lepomis guiosus 21-26 May -Aug

Orangespotted Lepomis humilis >18 May -Aug

Bluegill Lepomis machrochirus 19-32 25 Feb-Aug

Longear Lepomis megalotis 22-30 May-Aug

Redear Lepomis microlophus 20-32 Mar-Sep

Spotted Lepomis punctatus 18-33 Mar-Nov
Bass

Redeye Micropterus coosae 17-23 ) Apr-Jul

Smallmouth Micropterus dolomieui 13-23 17-18 Apr-Jul

Suwannee Micropterus notius >19 Feb-dun

Spotted Micropterus punctulatus 15-21 May -Jun

Largemouth Micropterus salmoides 12-27 21 Apr-Jun/Nov-May
White crappie Pomoxis annularis 14-23 16-20 Mar-Jul
Black crappie Pomoxis nigromaculatus 14-20 Mar-Jul
Yellow perch Perca flavescens 4-15 12 Mar-Jul
Sauger Stizostedion canadense 4-15 9-15 Mar-Jul
Walleye Stizostedion vitreum 4-17 6-9 Mar-Jun
Greenside darter Etheostoma blennioides >10 Apr-Jun
Johnny darter Etheostoma nigrum >18
Channel darter Percina copelandi 20-21 Jul
Blackside darter Percina maculata 16-17 May -Jun
Mottled sculpin Cottus bairdi 10 Apr-May
F rachwatar drum Anladinotue arunniane 18.24 22 Mav-Aun

1 PdlIvVEW L] My Wi "yl\l\l TIW o 3' “ LA LI~ P~ - A - IUJ "\J’



CHAPTER II-6
RIPARIAN EVALUATIONS

Riparian ecosystems can be variously identified but their common element is
that they are adjacent to aquatic systems. Brinson et al., (1981) defines
them as "riverine floodplain and streambank ecosystems. Cowardin et al.,
(1979) in their"Classification of Wetlands Habitats of the U.S.", do not
clearly delineate riparian and wetland zones. For this chapter emphasis
will be given to floodplain, riverine and lacustrine riparian habitats and
no distinction has been made between riparian and wetland land
environments.,

The primary legislative justification for riparian protection is the Clean
Water Act, specifically that section dealing with water quality. Many
factors enter into the relationship between riparian ecosystems and water
quality:; a simple correlation between any single measure of riparian
habitat and water quality does not exist. A well developed riparian zone
is frequently the juncture between terrestrial and aqautic environments and
its characteristics are governed to some extent by both., The riparian zone
is usually related to the adjacent terrestrial environment with respect to
c¢limatic conditions, soil types, land topography etc. The aquatic system
is an integration of upstream drainage (Lotspeich 1980) and has the
riparian zone as an important component, The aquatic effects to the
riparian ecosystem will vary with factors such as stream size, climatic
vegetation and soil type. Although no ideal riparian habitat water quality
scenario is possible, general relationships can be derived.

A critical relationship exists between stream size and the extent of
riparian habitat., Small streams canopied by riparian vegetation will be
more influenced than large streams where riparian canopy represents only a
small fraction of the immediate channel. The small riparian zone in
relation to stream size of many large streams has frequently been cited in
order to diminish the importance of this habitat. The presumption is made
that riparian importance is minimal because the riparian/river size ratio
is small, It is also argqued that alteration of smaller streams Iis
insignificant with respect to the total drainage basin and that such
activities have minimal implications for larger streams. An obvious impact
of large stream riparian modification is shore 1line destruction and
subsequent loss of near shore stream habitat. Although modification of a
single small tributary may have a minimal effect on the larger water body,
major drainage basin alterations could seriously damage water resources,
the larger stream being a product of its tributaries.

Riparian system have unique ecosystem qualities which should be considered
in addition to their water qualiy values. Riparian zones are cited as
classical ecotones which will usually support greater species and numerical
diversity than adjacent aquatic or terrestrial environments. Large numbers
of rare and endangered animal and plant species reside here. It is often
critical habitat for an entire life span or it may be used in a transitory
manner for reproduction, migration or as hunting territory for raptors and
carnivorous mammals. Even though organisms may not use the riparian zone
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as their primary living habitat, its loss may seriously disrupt foodchain
mechanisms and 1life history processes. Significant changes 1in species
numbers, d1vers1ty and types may occur in both the terrestrial and aquat1c
environments following riparian destruction. It is estimated that 1less
than two percent of the land area in the U.S. is riparian habitat (Brinson
et al., 1981). Large portions have been converted to agricultural use,
e.g. the Mississippi bottomland hardwoods, and stream channelization
has destroyed adjacent riparian ecosystems. Timber removal has greatiy
reduced riparian habitat in forested regions. Livestock grazing has had
extremely detrimental riparian effects on semi-arid rangeiands. Land
values have favored agricultural and urban development immediately adjacent
to the aquatic environment with the exclusion of most natural vegetation.

PHYSICAL RELATIONSHIPS

Key physical stream characteristics are affected by the riparian ecosystem.
Water temperature responds to almost any riparian alteration in smalier
streams. Several studies (Karr and Schiosser 1978, Moring 1975, Campbell
1970) have demonstrated that shade afforded by adjacent vegetation
significantly moderates water temperature, reducing summer highs and
decreasing winter Tows. This can have significant effects on many chemical
and biological processes. Chemical reaction rates are temperature
dependent and increased temperature generally increases reaction rates.
Adsorption, absorption, precipitation reactions, decomposition rates, and
nutrient recycling dynamics could all be altered. Many aquatic organisms
have relatively specific temperature requirements. Elevated temperatures
increase poikilotherm metabolic rates causing excessively low production
during food deprivation and the increased temperature may disrupt critical
life stages such as reproduction. Temperatures exceeding or substantially
below optimal requirements, even for relatively brief periods, can
completely alter the biota. Larger streams may not be physically affected
as readily as the smaller tributaries but Tlarge scale tributary
modifications could have dramatic downstream consequences.

Another direct physical consequence is alteration in the quality and
quantity of incident solar radiation. Optimal photosynthetic wave lengths,
especially for diatoms, may be altered by the canopy, but as will be
elaborated later, this may not have serious consequences to a diversified
biota. Turbidity will be reduced by riparian vegetation, This too will be
discussed in greater detail, A further loss with reduction in riparian
habitat is the fine particulate matter, especially the nutrient rich
organic material. This may be transferred to the adjacent terrestrial
environment during floods or carried directly to the large streams with
such a reduced residence time in the smaller stream that they become
nutrient limited.

FLUVIAL RELATIOMSHIPS

Fluvial characteristics are governed by such processes as stream bank
stability, flow rates, rainfall seasonality and water volumes. Stream bank
stability is important in maintaining stream integrity. This stability is
a function of the local geology and riparian vegetation.
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Streams are not static but new channel formation rates are slowed with
increased bank stability. During high water, bank erosion is minimized and
excess flow energy dissipated over floodpiains with minimal environmental
damage. Without riparian vegetation, flooding is more erosive and
extensive. Energies are not dissipated readily but remain excessive for
the duration of the high water. The geomorphological consequences can be
considerable; extreme erosion, formation of additional channels, upland
sediment deposition etc. The biological impact can be devastating, with
the aquatic habitat physically destroyed or silted to the extent it is no
longer a biologically viable unit. Under extreme conditions, silt levels
may be sufficient to cause embryo death and physiological damage to qill

breath1ng organisms. This scenario is best i1Tustrated using the example
of stream channelization. High energy water movement leads to rapid land

drainage but also to extremely damag1ng floods when stream banks overf]ow.

Rin1nnira1 communities may become species depauperate, biomass greatly

reduced and those populations remaining may be undes1rab1e compared to
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riparian soils. This would reduce sediment transport capacity,
and channel erosion, Water movement into the terrestrial water tablie is
especially important to stream stability in arid regions where rainfall may
occur rarely but may lead to devastating fioods. Stream-side vegetation
moderates the potential impact of 1local rainfall events by retaining
surface runoff. Groundwater can moderate stream temperatures where
significant flow is derived from underground sources.
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BIOLOGICAL RELATIONSHIPS

Primary production is controlled by the quality and quantity of incident
solar radiation, nutrients and plant community structure, In smaller
streams with extensive canopies the radiation quantity may be significantly
reduced and the wavelength distribution altered. This may reduce
production in that section but may at the same time make nutrients more
available to downstream organisms. Water temperature will also be
affected, and photosynthesis may be reduced by cooler water but also
temporarily extended by a reduction in seasonal temperature extremes. Many
stream primary producers, especially diatoms and mosses, have adapted to
reduced light intensity, and relatively high photosynthetic rates are
maintained under low light conditions.

Stream flow characteristics are also affected by debris. Flow rates are
moderated by the pool-riffle morphology common to streams with well
developed riparian systems. It has been demonstrated that the rate of
water movement can be significantly different for a given elevation 1lo0ss
hetween well dnvnlnnod nnn1/r1fflp complexes and streams which allow free

SELWET LI = Qo §

water flow. The streams w1th the most complex morphology retain the water
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for the greatest period. This has important secondary implications for
groundwater, hydrologic regime, water temperature and biota.

Perhaps the most severe effect on water quality following riparian
destruction is increased channel sedimentation. Agricultural and forestry
practices frequently remove vegetation to the immediate streambank thus
allowing unhindered surface water movement directly into the stream.
Riparian vegetation will retard surface sheet flow, substantially reducing
stream sediment loads. Stream sedimentation results in extreme habitat
diversity loss, and the bottom morphology becomes a monotony of fine
grained sediments. The immediate biotic symptom may be acute suffocation
of the invertebrate fauna with the possibility of chronic physiological
stress. The long term effects are extensive. Table I[1-6-1 prepared by
Karr and Schlosser (1978) illustrates the relationships between land use
practices and stream sediment loads.

Table I11-6-1: POTENTIAL EFFECTS OF VARYING MANAGEMENT PRACTICES ON
EQUILIBRIUMS OF EQUIVALENT WATERSHEDS., THESE ARE BEST ESTIMATES OF
RELATIVE EFFECTS FOR A VARIETY OF WATERSHED CONDITIONS, INCLUDING SOURCES
AND AMOUNTS OF SEDIMENTS.

Relative Amount of
Sediment From
Suspended Source

Management Land Stream Solids Load of
Practice Surface Channel in Stream Sediment
Natural watershed Very low Very low Very low

Clear land for High Low Medium Land surface

rowcrop agriculture;
maintain natural
stream channel

Channelize stream Very low High High Channel

in forested banks

watershed

Clear land and High High Very high Land surface

channelize stream and channe)
banks

Best land surface Low High Medium to Channel

management with high banks

channelization
Best land surface Low Low Low to Equilibrium

and natural channel medium between land
and channel
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TABLE 1I-6-2: COMPARISON OF THE EFFECT OF WELL DEVELOPED AND REDUCED RIPARIAN ZONES ON WATER QUALITY OF SMALL STREAMS

Flow ‘Temperature Sedimentation | Primary Production Nutrient Load
Riparian system 1. Extremes 1. High and low [ Moderated by Reduced speciation related | 1. Moderated by
well developed. moderated extremes vegetation to organisms able to riparian uptake
2. Little reaction moderated photosynthesis with 2. Requlated release

to local events | 2. Reduced daily

fluctuations

reduced light intensity through highly
organic soils.

3. Available supplies
because of riparian

primary production

Reduced riparian | 1. Erratic flow 1. Extreme Usually higher | 1. Increased production but | 1. Large seasonal
system 2. Reacts to local seasonal loads, partic- often of undesirable fluctuations
rain events variation ularly species. 2. Availability to
2. Extreme daily { following 2. High nutrient loading stream biota related
fluctuation watershed and temperatures favor to wash out rate,
disruption undesirable speciation flooding may remove

(filamentous blue-green nutrients before

algae or macrophytes)

they are utilized by
aquatic biota
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TABLE 11-6-

2 (Cont'd)

Diversity

No. Individuals

Biomass

Groundwater

Riparian Vegetation

Surface Water

1. Diverse speciation with

May have large

Diversity of

Slow change in

Self sustaining

1. Little flooding

stream flow
2. Rapid soil

drvinag
arving

riparian habitat

without extensive
reworking of the

diverse habitat number of species organism types | elevation with respect to water generally
selection with few organisms | and able to gaged to water, nutrients, retained in channe!
P. May have large speciation | for each taxa sustain large { changes in habitat etc. 2. If flood occur,
in fish and invertebrates biomass stream level energy dissipated
or as common to western by vegetation
streams, large in-
vertebrate pﬁﬁh’}uuiuu
diversity with Tittle
fish diversity
Low species numbers Large number of Large biomass 11, Rapid change | Once s tem degrades | 1, Large scale flooding
organisms for a with little following may no longer be may occur
few taxa diversity changes in possibie to suszain 2. High energy water

flow causing large
erosional losses
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Several studies have investigated the use of riparian wetlands for waste
water treatment. Generally, significant phosphorus and nitrogen reductions
occur following varying wetland exposure, EPA Regions IV and V have
prepared documentation for generic EIS statements which address the wetland
alternative to secondary and tertiary waste treatment technology. Riparian
vegetation has also been used to treat urban runoff where it has been found
to significantly reduce treatment costs and sediment loads, and to improve
water quality and greatly moderate flows.

Recent research has indicated that humic acids released from some riparian
ecosystems, particularly wetlands, can significantly affect water quality.
Humates are generally large organic molecules which may sequester
substances making them biologically unavailable or may, conversely, act as
chelating agents making them more available. These phenomena can also
occur with toxic materials. Humates may cause considerable oxygen demand
and significantly affect such chemical properties as COD. These substances
remain largely unclassified and their exact effects unknown.

RIPARIAN CASE HISTORY STUDIES

A long standing controversy has developed in western States where cattle
are permitted to graze adjacent to or in both permanent and intermittent
streams beds (Behnke 1979). The unprotected riparian vegetation is altered
in virtually all respects; species change, biomass 1is reduced, herbs and
shrubs become almost non-existent. A critical question is how this affects
water quality and ultimately the fishery. Platts (1982), following an
extensive literature review, concluded that studies conducted by fisheries
personnel generally found significant biomass and speciation changes
following "heavy grazing". Similar studies by range personnel frequently
repudiated these results but Platts suggests many were improperly designed
or alternative data interpretations are possible. Platts' overall
conclusion is "Regardless of the biases in the studies, when the findings
of all studies are considered together there is evidence indicating that
past livestock grazing has degraded riparian- stream habitats and in turn
decreased fish populations".

Studies are underway in the western U.S. testing stream exclosures as means
to improve riparian and stream habitat. These are usually qualitative
efforts and frequently do not emphasize water quality or stream biota
surveys. Hughes (personal communication) observed distinct physical and
biological differences between grazed and upgrazed small streams in a study
of a Montana watershed, Crouse and Kindschy (1982) have observed
consideration variation in riparian vegetation recovery following both long
and short term cattle exclosure.

Studies conducted in the Kissimmee-Okeechobee basin, Florida (Council of
Environmental Quality 1978), indicate distinct physical and biological
differences that follow everglade stream channelization. Nutrients once
removed by riparian vegetation make their way to Jlakes and aid in
accelerating eutrophication, The Corps of Engineers (Council of
Environmental Quality 1978) is wusing the Charles River watershed in
Massachusetts to control downstream flooding. This project has preserved
large riparian watershed tracts to serve as "sponges" to control abnormally
high runoff. The preservation of southwestern playas and their vegetation
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has assumed added importance following realization of their function in
groundwater recharge and wildfowl preservation (Bolen 1982). Prarier
potholes have long been recognized as c¢ritical bird and mammal habitat and
recent studies have demonstrated that they too act as nutrient sinks,
groundwater recharge areas and as important mechanisms to retain excessive
precipitation and surface runoff (van de Valk et al., 1980). Southern
bottomland hardwood forests are essential for both indigenous fauna and
migratory birds but also are critical water management areas to retain
excessive runoff to prevent flooding.

The value of the freshwater tidal riparian zone to aquatic fauna is
considerable. Many commercially important anandromous fish require nearly
pristine environmental conditions to breed. Perhaps the best documented
example is the Pacific Coast Salmonid fishery which is extremely sensitive

to physical and chemical alterations. Increased sedimentation and
temperatures associated with riparian vegetation removal can destroy a
historical fishery. Large number of commercial and non-commercial

(sniffen, personal communication) east coast fish depend on extensive
freshwater floodplains during their life cycle. South eastern U.S. salt
marshes, perhaps an extended riparian definition, are critical for numerous
commercially important organisms. The panaeid shrimp totally depend on
this environment during the early stages of their life cycle (Vetter,
personal communication). It has been hypothesized that these marshes are
critical to many near shore organisms through organic carbon export (Odum
1973). Several midwestern fish species also are dependent on riparian
habitat, the muskelunge requiring it for completion of their life cycle.

Table 11-6-2 is an abbreviated summary of differences between small stream
with well developed riparian zones and streams with a reduced riparian
zone,

ASSESSMENT OF RELATIONSHIPS BETWEEN RIPARIAN AND AQUATIC SYSTEMS

A variety of methods exist to measure water quality in physical, chemical
and biological terms. These are treated in CHapter I11-2 and will not be
discussed here, Riparian environmental measures are similar to those used

in terrestrial ecology (Mueller-Dumhois and Ellenberg 1974).

Ties between the aquatic and riparian or the aquatic, riparian and upiand
environments can only be estimated. There is a paucity of such
information because of the extremely high research costs and the inability
to devise procedures to test experimental hypotheses.

The results are that most such evaluations are qualitative., Their quality
is based on the integrity and knowiedge of the person making the
evaluation. The remainder of this section lists physical chemical and

biological factors which might be considered when evaluating the riparian
aquatic interaction. It is not meant to be exhaustive but only an example

AL

of factors affecting the interactions.
I. Riparian Measures and Their Effect on Water Quality
A. Geomorpho1ogy (erosion, runoff rate, sediment loads)
1. Slope
2. Topography
~ Mo wmod —adoamd al
J. Fdrelmnu maweriail
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B. Soils (sediment loads, nutrient inputs, runoff rates)
. Particle size distribution

. Porosity

. Field saturation

. Organic component

. Profile (presence or absence of mottling)

. Cation exchange capacity

. Redox (Eh)

. pH

DO NN wWwnN =

C. Hydrology (water budget, flooding potential, nutrient loads)
1. Groundwater
a. Elevation
b. Chemical quality
c. Rate of movement
2. Climatic factors
a. Total annual rainfall and temporal distribution
1) Chemical quality
b. Temperature
C. Humidity
d. Light

I1. Vegetative and Faunal Characteristics
A. Floristics (“"community health", disturbance levels)
1. Presence/absence
2. Nativity
B. Vegetation (nutrient loads, "community health", disturbance levels)
. Production
Biomass
Decomposition
Litter dynamics
a. Detritus
1) Size
2) Transportability
3) Quantity
5. Plant size classes
a. Grasses, herbs (forbs), shrubs, trees
6. Canopy density and cover
a. Light intensity
7. Cover values

H W N —
L ] L]

C. Fauna (community disturbance, community health)
1. Production
2. Biomass
3. Mortality

D. Community structure

1. Diversity
2. Evenness

I1-6-8



IT11. Physiological Processes
A. Transpirational water loss (community health)
B. Photosynthetic rates (community health)

IV. Streambank characteristics

A, Stream sinvosity
B. Stream bank stability (sediment loads, habitat availability)

II1-6-9
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CHAPTER III-1
WATER QOUALITY INDICES

One of the most effective ways of communicating information on environ-
mental trends to policy makers and the general public is by use of
indices. Many water quality indices have been developed which seek to
summarize a number of water quality parameters into a single numerical
index. As with all indices the various components need to be evaluated
in addition to the single number, U.S. EPA (1978) published an
excellent review of water quality indices entitled "Water Quality
Indices: A Survey of Indices Used in the U.S." which provides the
reader with the types of indices used by various water pollution
control agencies. The purpose of this chapter is to identify and
explain the various indices that would be applicable to a use attain-
ability analysis. The choice of indices is at the discretion of the
States and will primarily be dictated by the water quality parameters
traditionally analyzed by the State.

NATIONAL SANITATION FOUNDATION INDEX (NSFI)/WATER QUALITY INDEX (WQI)

Brown et al (1970) presented a water quality index based upon a
national survey of water quality experts. In this survey respondents
were asked (1) which variables should be included in a water quality
index, (2) the importance (weighting) of each variable and (3) the
rating scales (sub-index relationships) to be used for each variable.
Based on this survey, nine variables were identified: dissolved oxygen
pH, nitrates, phosphates, temperature, turbidity, total solids, fecal
coliform, and 5-day biochemical oxygen demand. Appropriate weights
were assigned to each parameter., The index is arithmetic and is based
on the equation:

WOIA = 3 w.

s

where: WOIA'= he water quality index, a number between 0 and 100.
{.= quality rating using the rating transformation curve.
wL= ]at1ve weight of the th parameter such that =1.

Figures A-1-9 show the rating curves and relative weights for each of
the parameters. To determine the water quality index follow these
steps:

(

(
(
(

) determine the measured values for each parameter

) determine q for an individual parameter by finding the
appropriate value from curves (Figures A 1-9)

) multiply by the weight (w) listed on each figure

) add the wg for all parameters to determine the water
quality index (a number from 0-100)

- W N —

The water quality index can then be compared to a "worst" or "best"
case stream, Examples of a best and worst quality stream cases follow:

II1-1



Best Quality Stream

Individual Overall
Measured quality quality
values rating Weights rating
(q;) (we) (q;x w. )
DO, percent sat. 100 98 0.17 16.7
Fecal coliform
density, # /100 ml 0 100 0.15 15.0
pH 7.0 92 0.11 10.1
BOD mg/1 0.0 100 0.11 11.0
Nitrate, mg/l 0.0 98 0.10 9.8
Phosphate, mg/1 0.0 98 0.10 9.8
Temperature °C
departure from equil 0.0 94 0.10 9.4
Turbidity, units 0 98 0.08 7.8
Total solids, mg/1 25 84 0.08 6.7

WQl= Iw; q,= 96.3

Worst Quality Stream

Individual Overall
Measured quality quality
Parameters values rating Weights rating
(a;) (w;) (g, x wy)
DO. percent sat. 0 0 0.17 0
Fecal coliform
density, # /100 ml 5 4 N.15 0.6
pH 2 4 0.11 0.4
ROD , mg/1 30 8 0.11 0.9
Nitrate, mg/1 100 2 0.10 0.2
Phosphate, mg/1 10 A 0.10 0.6
Temperature °C
departure from equil +15 10 0.10 1.0
Turbidity, units 100 18 0.08 1.4
Total solids, mg/1 500 20 0.08 2.4

WQI= 2w, q.= 7.5

II1-1-1
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DINIUS WATER OQUALITY INDEX

In 1972, Dinius proposed a water quality index as part of a larger social
accounting system designed to evaluate water pollution control
expenditures, This index includes 11 variables and like the MSFI, it has a
scale which decreases with increased pollution, ranging from 0 to 100. The
index is computed as the weighted sum of its sub indices. The 11 variables
included in the index are: dissolved oxygen, biological oxygen demand,
Eschericia coli, alkalinity, hardness, specific conductivity, chlorides,
pH, temperature, coliform, and color., This index is unique in that the
calculated water quality index could be matched to specific water uses,
Ninius proposed different descriptor language for different index ranges
depending on the specific water use under consideration as illustrated in
Fiqure A-100. The index values can he derived from the following formula:

~0.64L 530 -a30
N = 5(D0) + 214(R0OD) + 400(5E.Coli) + 300(Coli)
5 + 2 + 4 3

+

-5.10% 1.9%4 < 0.06132(HA)

+ 62.9(C1) + 10
5

+

-0.356¢
535 (SC)
1 + . 1
-0-178 0.8 pH ¢ o440 -0.288
54 (ALK ) + 10 +8(Ta-Ts) + 224 + 128(C)
+ .5 + 1 + ? + ]

+

Note: If the pH is between 6.7 and 7.3, 100 should be substituted for
for the pH expression. If pH is greater than 7.3, the pH
expression should be 10

D0 = dissolved oxygen in percent saturation

BOD = biological oxygen demand in mg/)}

E.coli = Eschericia coli as E.coli per ml

Coli = coliform per ml
SC = specific conductivity expressed in microhms per am at 25°C
€1 = chlorides in mg/]
HA = hardness as ppm CaCO

ALK = alkalinity as ppm CaC0
pH = pH units
Ta = actual temperature
Ts = standard temperature (average monthly temperature)
C = Color units

Once the quality unit is determined based on the above calculation, a
comparison to Figure A-10 should reveal the quality of the water for a
specific use.

HARKINS/KENDALL WATER QUALITY INDEX

A statistical index was developed by Harkins (1974) using a nonparametric
classification procedure developed by Kendall (19A3). The procedure was
summarized by Harkins by the following four steps:

(1) For each water quality parameter used, choose a minimum or maximum

value as a starting point. This sector of values is the control
observation from which standardized distances will be computed.

I11-)-7
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(2) Rank each column of water quality parameters including the control
value, Tied ranks are split in the usual manner.

(3) Compute the rank variance for each parameter using the equation:

variance (Ri) =z x [(n?- n) - E(tg - ty)]
. L 3
where: i = 1,2...p, N
p = the number of parameter being used
n = the number of observations plus the number of control

points, and

k the number of ties encountered.

These variances are used to standardize the indices computed.

(4) For each member of observation vector, compute the standardized
distances:
[ 4

Sa= 2 (RRY) / (Ri),

where R is the rank of the control value.

This index is meant as a method for summarizing a large amount of data to
present a concise picture of overall trends, This method provides a
simple, expedient method whereby one station can be compared with another
or previous time periods from a particular station may be compared with
another time period at the same station. A detailed example of this index
may be found in Harkins (1974).

OTHER INDICES

Many other water quality indices have been developed:; some being variations
of the indices described previously. Several States (Georqia, Oregon,
Nevada, [1linois) have developed their own systems based on the
characteristics of the water bodies of the State. McDuffie and Haney
(1973) proposed an eight-variable water quality index which was applied to
streams in New York State.

III-1-9



CHAPTER III-2
pH, HARDNESS, ALKALINITY AND SALINITY

INTRODUCT ION

The chemical composition and the chemical interactions of the aquatic environ-
ment exert an important influence on the aquatic life of a water body. Many
chemical constituents in a body of water have the ability to alter the toxic-
ity of specific pollutants, or to protect organisms from toxic materials by
removing them or by blocking their action. The importance to aquatic life of
four water quality parameters - pH, alkalinity, hardness and salinity - is
discussed in this section.

pH

The pH of water is a measure of its acid or alkaline nature. Specifically, it
is an expression of the hydrogen ion activity of the solution. Hydrogen ion
activity is mathematically related to the hydrogen ion concentration [H'], and
for most natural waters these may be considered equivalent. pH is expressed as
the negative logarithm of the hydrogen ion concentration:

pH = - log G
The water molecule, H,0, ionizes to yield one hydrogen and one hydroxyl ion:

HO #= HY + OH™

2
The equilibrium expression for this reaction is:
¢ = [HI0H7]
2

The concentration of water, [H20], is considered to be a constant, and the
equation simplifies to:

K, = (H*I[0H"] = 10714

Because the product of the concentration of both ions is always 10'14, when
they are equal to each other,

H*] = [OH™] = 10”7, and
pH = - log (10'7) =7,
At pH 7 the solution is neutral. When there are more hydrogen ions than hydrox-

yl ions, the pH is less than 7 and the solution is acidic. When there are more
hydroxyl ions, the pH is greater than 7 and the solution is alkaline.

[11-2-1
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ing systems in salt water which control pH changes. In freshwater, pH is regu-
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Extreme pH values or variations in pH can be caused by pollution such as acid
mine drainage.

(o}
(e

Importance to Aquatic Life

The impo rte ce of pH to aquatic organisms resides primarily in its effect on
other envi ntal factors. In general, the change in pH itself is not direct-
ly harmful. Rether= the impact on aquatic life accompanies a change in an asso-
ciated variable such as the solubility or toxicity of a toxic pollutant. The
pH range 6.5-9.0 is considered to be generally protective for fish and the

range 5.0-9.0 is not considered directly lethal (EIFAC 1965).

Aquatic organisms have protective membranes and internal regulatory systems
which afford a degree of protection from the direct effects of hydrogen and
hydroxyl ions. The indirect effects of pH seem to intensify as the pH deviates
from the optimum (EIFAC 1969).

The degree of dissocation of weak acids is pH-dependent and thus the toxicity
of several common pollutants is affected. Ammonia (NH,), hydrogen sulfide
(H,S), and hydrocyanic acid (HCN) are pxamples. Under lTow pH conditions the
NH> molecule ionizes and becomes the NH4Y ion (Thurston, et al. 1974), The tox-
ic?ty of ammonia is attributed to the un-ionized form (NH,), so that increased

pH conditions result in increased levels of the toxic un-Tonized fraction.

The lower the pH, the smaller the degree of dissociation of hydrocyanic acid
to hydrogen and cyanide ions. The molecular form (HCN) is the toxic form, and
so the toxicity of cyanide is favored by low pH. The undissociated form of hy-
drogen sulfide (H,S) is the primary source of sulfide toxicity. Therefore,
under low pH conditions, very little H25 is dissociated, and toxicity is in-
creased.

The solubility of toxic metals is a function of pH. Metals in water tend to
form complexes with such anions as sulfate, carbonate or hydroxide. The solu-
bility of these complexes increases with decreasing pH, as illustrated for hy-
droxides in Figure 11I-2-1, so that Tow pH conditions may cause the reiease of
metals from sediment deposits into the water column. Metal toxicity is be-
lieved to be related to the total metal concentration (i.e., free ions plus
complexed ions) in solution (Calavari et al. 1980). Table III-2-1 illustrates
the effect of pH on metal concentrations in natural waters.

Due to the complexity of its interactions with elements of the environment,
there may be several mechanisms by which pH affects toxicity. The exact mecha-
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TABLE III-2-1.

CONCENTRATION (ug/1) OF METALS IN LAKE WATERS OF VARIOUS
ACIDITIES (From Haines, 1981).

Metal
Localuv
Al Cu Cd Mn Ni Pb In
Nonacidified (pH 6.0-7.8)
102 lakes. Ontario (average) 2 <0.1 3 <3 <] <l
Blue Chalk 1 ake, Ontario 13 8 40 3 9
lake Panache, Sudbury, Oniario 6 28 6
Noeh Sweden (range) <50 0.05-0.23 <100 10-30
Central Norwav (range) 1-10 0-0.5 0-5 1-17
North Norway (range) <20-65
Intermediate (pH 5.5-6.0)
South-central Ontano, 14 lakes
(average) 5.7 49 S6 126
Nelson Luke, Ontario 13 13 18 10 16
Acidified (pH 4.1-5.3)

Four lakes, Ontario (average) 3 0.4 239 10 2 30
Clearwater Lake. Sudbury, Ontario 453 97 300 213 46
Four lakes. Sudbury. Ontario (average) 450 338 820 83
West coast Sweden (range) 200-600 0.08-0.63 30000 1-5 $0-122
Southeast Norwav (range) 1-10 0-0.6 1-10 3-35
Lake Langtjern. Norwav (average) 218 6 0.21 2 15
South Norwav (range) 50-600
Adirondack lakes, New York (average) 286 45 23
South Normway (range) 40-600
laxforsen, west Suctlen 288 1 0.2 190 3 28
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nism of direct toxicity of pH in water is not certain. It has been suggested
that at very low pH values, oxygen uptake may be affected and this may be the
toxic event. Acid-base regulation and ionoregulation appear to be affected at
higher, but still acidic, pH values (Graham and Wood 1981). There is evidence
that the chronic effects of pH on fish include effects on reproduction, such
as reduced egg production and hatchability (Peterson, et al. 1980), and on be-
havior (Mount 1973). Some mobile organisms may have the ability to avoid low
pH conditions if the detrimental conditions are localized. Evidence suggests
(U.S. EPA 1960, p. 180) that outside a range of 6.5 to 9.0, fish suffer ad-
verse physiological effects which increase in severity as the degree of devi-
ation increases. Tables III-2-2 and III-2-3 present pH values that have been
found to cause adverse effects on a number of fish species in the field and in
laboratory investigations, respectively. These values represent only the low
end of the tolerated range of pH. (The lower limit is most often exceeded due
to anthropogenic causes such as acid rainfall, acid mine drainage and
industrial discharges.)

Marine organisms, as a group, tend to be much less tolerant of extreme pH con-
ditions. As mentioned previously, the marine environment is buffered more ef-
fectively than freshwater. As a result, these organisms have not evolved an
ability to cope with pH variations outside their narrow optimum range.

ALKALINITY

Alkalinity is the property of water which resists or buffers against changes
in pH upon addition of acid or base. The primary buffer in freshwater is the
carbonate-bicarbonate system. Phosphates, borates, and organic acids also im-
part buffer capacity to water. These additional buffer systems are more signi-
ficant in saltwater than in freshwater.

Bicarbonate (HC03’) is the major form of alkalinity. Carbon dioxide (CO,) dis-
solved in water is carbonic acid (H,CO ).zCarbonic acid dissociates in two
steps to form bicarbonate and carbonatg (803 ) ions as follows:

+ -
- + =
HCO, == H + CO4

The ability of these chemical reactions to shift back and forth with changes
in hydrogen ion concentration (pH) to "absorb" these changes is what imparts
buffer capacity. This system tends to control pH best in the neutral range.

The form of alkalinity in solution is governed by pH. Figure [II-2-2 illus-
trates this effect. Biological activities such as photosynthesis and respir-
ation cause shifts in pH and in the relative concentrations of the forms of
alkalinity, without significant effect on the total alkalinity. The production
of CO, during respiration shifts the equilibrium to the right, toward carbon-
ate formation. The removal of CO, from solution during algal photosynthesis
shifts the alkalinity equilibrium 30 the left, toward the bicarbonate form.

[11-2-5



TABLE II11-2-2. SPECIES OF FISH THAT CEASED REPRODUCING, DECLINED, OR DISAP-
PEARED FROM NATURAL POPULATIONS AS A RESULT OF ACIDIFICATION
FROM ACID PRECIPITATION, AND THE APPARENT pH AT WHICH THIS
OCCURRED (From Haines, 1981).

Apparent pH at which population ceased
reproduction. declined, or disappeared
Familv and species

Salinonidae
lake trout Salvelinus namavcush 5.2-55 ;52-58 ;44-68
Brook trout Salvelins fontinalis 4.5-48 -5
Aurora trout Salvelinus fontinalis imagameensy 5.0-3.3
Arctic char Salvelinus alpinus ~5
Rainbow trout Saimo gairdnent 5.5-4.0
Brown trout Saimo truita 50 3053 ;45-535
Atlantic saimon Saime salar 5.0-5.5
Lake herring Coregonus artedsi 4547 <47 ;44
Lake whitefish Coregonus clupeaformis <4.4
Esocidae
Northern pike Esox lucius 4.7-5.2 ; 4.2-5.0
Cvprinidae
Golden shiner Notemigonus crvsoleucas 4.8-3.2
Cowmnmon shiner Netropis cormutus <5.7
Lake chub Couesius plumbeus 4.54.7
Bluntnose minnow Pimephales notatus 5.7-6.0
Roach Runlus rutilus 5.3-5.7
Cutostomidae
White sucker Catostomus commersoni 4.7-5.2 . 4.2-5.0
laaluridae
Brown bullhead /ctalurus nebuiosus 4.5-3.2 : 4.6-3.0
Percopsidae
Trout-perch Percopsis omiscomavcus 5.2-5.5
Cadidae
Burbot Lota lota 5.5-6.0 ;52-58
Centrarchidae
Smallmouth hass Micropterus dolomrew: 5.5-6.0 ;>55% .-~58 . 4.4=-5.0
largemauth bass Micropterus salmordes 4.4-52
Rock bass dmbloplies rupestrss 4.7-3.2 :4.2-5.0
Pumnpkinsecd Lepoms grbbosus 4.7-5.2 <42
Bluegill Lepoms macrochirus <4.2
Percudae
Johnnv danter Ethroctoma nigrum 50-3.9
lowa darter Etheostome exile +.8-3.9
Walleve Stizostedion v. veireum 535460 ;52-54
Yellow perch Perea flavescens 4540 <47 4244
European perch Prrea furranlis 5.0-5.3
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TABLE IIT-2-3. VALUES OF pH FOUND IN LABORATORY EXPERIMENTS TO CAUSE VARIOUS
ADVERSE EFFECTS ON FISH SPECIES (From Haines, 1981).

Increased montality

Familv and Juveniles Reduced
species Embrvo Fry or adults growth Other effects
Salmonidae
Brook trout 6.5 4.4 4.5 6.5 Reduced egg viability: 5.0
5.6 4.5 1.1 4.6 Tissue dinage: 5.2
4.5 6.1 3.5
Arctic char 48
Rainbow trout 5.5 4.3 3.6-1.1 1.8
Brown trout 4.0 5.0
4.1
Atlantic salmon Sd4-44 4.0 Fissue damage: 5.0
36 43
39 4.3
4.0 5.0
4.0-55
4.1
Esoadae
Northern pike 5.0
Cyprinidae
Fathead minnow 5.9 59 2.1 4.5 Reduced egy viability: 6.6
Catostomilae
White sucher 45 53 4.5 Ceased leeding: 4.5
4.0 Bone deforinity: 4.2 : 5.0
Percidae
Luropean perch 56
55
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FIGURE 111-2-2. The relationship between pH and the forms of CO, in water.

Importance to Aquatic Life

The forms of alkalinity are biologically significant because they serve as a
source of the essential elements carbon, oxygen, and hydrogen. When free CO

is not available, algae are capable of using bicarbonate as their carbo%
source. Free CO, in solution regulates a variety of biological processes such

as seed germination, plant growth (photosynthesis), respiration, and oxygen
transport in the blood.

Alkalinity is critical to the maintenance of healthy conditions in aquatic sys-
tems, particularly where they are stressed by pollution. Alkalinity helps to
maintain pH in the optimum range for biological activities. The impact of acid-
ic wastes such as coal ash or basic wastes such as metal plating discharges
can be moderated to a degree by the natural buffering capacity of the receiv-
ing water. The indirect effects of alkalinity on toxicity are also important.
In particular, alkalinity reacts with the toxic soluble metal fraction in



water to form insoluble carbonate and hydroxide precipitates. Figure 111-2-3
illustrates that the concentration of heavy metals drops rapidly as the concen-
tration of carbonate increases. Metals which are precipitated from the water
column are effectively removed from the aquatic environment and no longer rep-
resent an immediate source of toxicity to aquatic life.

0 T T 1 J
2+ 7]
=
— 4 Mg?* -
o
2 -
I
6 - I
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I TR R T 1
0 2 4 6 8 10 12

pCO;

Figure II1-2-3. Relationships of metallic carbonate solubility and carbonate
concentrations
HARDNESS

Water hardness generally refers to the capacity of the water to precipitate
soap from solution. The constituents which impart hardness to water are poly-
valent cations, chiefly calcium (Ca) and magnesium (Mg). These form insoluble
complexes with a variety of anions, notably the salts of organic acids
(soaps). By convention, hardness is reported on the basis of equivalence as
mg/1 calcium carbonate (CaC03).

Hardness cations are primarily associated with carbonate or sulfate anions.
Calcium and magnesium carbonate are referred to as carbonate hardness. When
the anion 1s other than carbonate, such as sulfate or nitrate, this is refer-
red to as noncarbonate hardness. Because alkalinity and hardness are both ex-
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pressed as mg/l CaC03, it can be concluded that carbonate alkalinity will be
responsible for forming carbonate hardness and that hardness in excess of the
alkalinity is noncarbonate.

Importance to Aquatic Life

Hardness, the capacity of water to precipitate soap, is an aesthetic consider-
ation important to potable water supply. The importance of hardness to aquatic
life is related to the ions which impart hardness to water. There is some evi-
dence to suggest that hard water environments are more favorable for aquatic
life because they support more diverse and abundant biological communities
(Reid 1961).

There is a large body of evidence that hardness mediates the toxicity of heavy
metals to aquatic organismf. Mathematical correlations between the toxicity of
several heavy metals (Cr =, Pb, Ag, Ni, Zn, Cd, and Cu) have been developed.
Table I11-2-4 presents the equations (taken from the Water Quality Criteria
Documents) which enable the calculation of allowable metal concentrations as a
function of hardness. Although increased hardness can be correlated directly
with decreased toxicity, the mechanism of this effect is not certain. Two dif-
ferent mechanisms have been proposed, one chemical and one biological. Cala-
mari, et al. (1980) have reviewed the literature concerning these mechanisms,
and discussed both with regard to their own experimental data.

Hardness may operate through two chemical mechanisms to reduce heavy metal tox-
icity. Complexation of the toxic metal with carbonate might be the mechanism
if the free metal ion is the toxic species. Data may be found in the litera-
ture to support (Stiff 1971, Pagenkopf et al. 1974, Calamari and Marchetti
1975, Andrew et al. 1977), or contradict (Shaw and Brown 1974, Calamari et al.
1980) this suggestion. It is also possible that it is the calcium or magnesium
ion alone, rather than the associated carbonate, that is protective. Carroll
et al. (1979) present data which show that the calcium ion, much more than mag-
nesium, seems to reduce cadmium toxicity to brook trout.

Further, the question remains whether the hardness ions are antagonistic to
the action of the toxic metals and they may function biologically through
competitive inhibition of metal uptake or binding of sites of action. Kinkade
and Erdman (1975) published data to support the uptake inhibition mechanism.
Lloyd (1965) suggests that calcium has a protective effect on fish gill
tissue, an organ which is significantly involved in heavy metal uptake.
Calcium has been shown to decrease gill permeability to water, which would
influence metal uptake (Maetz and Bornancin 1975).

[11-2-10



TABLE I111-2-4. DEPENDENCE OF HEAVY METAL TOXICITY ON WATER HARDNESS*

Metal Calculation of Maximum Allowable Concentration

Cadmium (Cd) e(1:05[1n (hardness)]-3.73)

Chromium (Cr+3) e(1.08[ln (hardness)]+3.48)

Copper (Cu) e(0-94[]n (hardness)]-1.23)

Lead (Pb) e(1.22[1n (hardness)]-0.47)

Nickel (Ni) (0.76[1n (hardness)]+4.02)

Silver (Ag) e(1.72[1n (hardness)]-6.52)

Zinc (Zn) e(0.83[ln (hardness)]+1.95)

* EPA Ambient Water Quality Criteria Documents (1980).

There is evidence that calcium may be protective against the toxic action of
pollutants other than metals. Hillaby and Randal (1979) found that increased
calcium concentration decreased the acute toxicity of ammonia to rainbow
trout. Calcium concentration has also been associated with increased survival
of fish in acidic conditions (Haranath et al. 1978).

SALINITY

Salinity is a measure of the weight of dissolved salts per unit volume of
water. The chloride content of water, the chlorinity, is strongly correlated
with salinity. In freshwater, the total concentration of ionic components
constitutes salinity. The major anions are commonly carbonate, chloride, sul-
fate, and nitrate. The predominant associated cations are sodium, calcium,
potassium, and magnesium.

The source of these materials is the substrate upon which the water lies and
the earth through and over which water flows. The salinity of a given body of
water is a function of the quantity and quality of inflow, rainfall, and evap-
oration.

Importance to Aquatic Life

Salinity has an impact on a variety of parameters related to biological func-
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tions. It controls the ability of organisms to live in or pass through various
waters. It also has an effect on the presence of various food or habitat-
forming plants.

Salinity is important not only in an absolute sense, but the degree of vari-
ation in the salinity of a given water is biologically important. The invasion
of species to or from fresh or saltwater depends on their ability to tolerate
changes in salinity. Rapid changes in salinity cause disruption of osmoregula-
tion in aquatic organisms and can cause plasmolysis in plants. Organisms that
can tolerate a range of salinity can frequently use salinity gradients to
evade less tolerant predators.

Salinity is important to the heat capacity of aquatic systems. As salinity in-
creases, the specific heat of water decreases. This means that there is less
heat required to warm the water. Temperature is a significant factor in biolog-
ical activity and governs many physical processes in water as well.

Salinity also governs the dissolved oxygen concentration in water. For a given
temperature, the solubility of oxygen decreases with increasing salinity.
Table II1I-2-6 illustrates this effect. The dissolved oxygen concentration is
among the most critical of all water quality parameters to aquatic life.

The ions which make up the total salinity of water have individual effects as
well. The effects of calcium, magnesium, and carbonate have been discussed pre-
viously with respect to their effect on the toxicity of pollutants. Several of
the ions (e.g., nitrate, and potassium) are plant nutrients.

Aquatic organisms have evolved a variety of physiological adaptations to the
salinity of their environments. These adaptations are largely related to their
osmoregulatory systems whose primary function is to solve the problem of the
difference between the salt concentration of the internal fluids of the organ-
ism and the salt concentration of the surrounding water. Freshwater organisms
must maintain an internal salt concentration against the tendency to gain
water from and lose salts to the environment. Osmoregulation in freshwater
fish results in the production of high volumes of liquid waste with a low salt
concentration. In contrast, marine organisms must maintain an internal salt
concentration that is lower than that of the environment, against a tendency
to lose water and gain salts. Osmoregulation in salt water fish results in the
production of small volumes of liquid waste carrying a relatively high salt
concentration.

The gills and kidneys of both types of fish are specially developed to accom-
plish these actions against the natural environmental gradient. Therefore, the
nature of these systems governs the ability of organisms to survive in regions
of varying salinity or to successfully migrate through them.

[11-2-12



TABLE I11-2-5. SOLUBILITY OF DISSOLVED OXYGEN IN WATER IN EQUILIBRIUM WITH
DRY AIR AT 760 mm Hg AND CONTAINING 20.9 PERCENT OXYGEN.

Chloride concentration. mg/l

Tempera-
ture. °C 0 5000 10.000 15.000 20.000
0 14.6 13.8 13.0 12.1 11.3
1 14.2 13.4 12.6 11.8 11.0
2 13.8 13.1 12.3 11.5 10.8
3 13.5 12.7 12.0 11.2 10.5
4 13.1 12.4 11.7 11.0 10.3
s 12.8 12.1 11.4 10.7 10.0
6 12.5 11.8 11.1 10.5 9.8
7 12.2 1.5 10.9 10.2 9.6
8 11.9 11.2 10.6 10.0 9.4
9 11.6 11.0 10.4 9.8 9.2
10 11.3 10.7 10.1 9.6 9.0
11 11.1 10.5 9.9 9.4 8.8
12 10.8 10.3 9.7 9.2 8.6
13 10.6 10.1 9.5 9.0 8.5
14 10.4 9.9 9.3 8.8 8.3
15 10.2 9.7 9.1 8.6 8.1
16 10.0 9.5 9.0 8.5 8.0
17 9.7 9.3 8.8 8.3 7.8
18 9.5 9.1 8.6 8.2 7.7
19 9.4 8.9 8.5 8.0 7.6
20 9.2 8.7 8.3 7.9 7.4
21 9.0 8.6 8.1 7.7 7.3
2 8.8 8.4 8.0 7.6 7.1
23 8.7 8.3 7.9 7.4 7.0
24 8.5 8.1 7.7 7.3 6.9
25 8.4 8.0 7.6 7.2 6.7
26 8.2 7.8 7.4 7.0 6.6
27 8.1 7.7 7.3 6.9 6.5
28 7.9 7.5 7.1 6.8 6.4
29 7.8 7.4 7.0 6.6 6.3
30 7.6 7.3 6.9 6.5 6.1
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CHAPTER 1v-1
HABITAT SUITABILITY INDICES

Habitat Suftability Index (HSI) models developed by the U.S. Fish and
Wildlife Service are used to evaluate habitat quality for a fish species.
HSI models can be used independently or in conjunction with the Habitat
Evaluation Procedures (HEP) applications described in Chapter 11-1.

The HSI models provide a basic wunderstanding of species habitat
requirements, and have utility and applicability to use attainability
analyses, There are several types of HSI models including pattern
recognition, word models, statistical, linear regression, and mechanistic
forms in the FWS model publication series. Use of models is predicated on
two assumptions: (1) an HSI value has a positive relationship to potential
animal numbers: and (2) there is a positive relationship between habhitat
quality and some measure of carrying capacity. The mechanistic model
(Figure 1) sometimes referred to as a structural model is one type that
would bhe useful for use attainability assessments. Information from
literature reviews, expert opinion, and study results is inteqgrated in
these models to define relationships between variables and habitat
suitability. Suitability Index (SI) graphs are developed for each model
variable (Fiqure 2). The variables included in a model represent key
habitat features known to affect the growth, survival, abundance, standing
crop, and distribution for specific species. The model provides a verbal
or mathematical comparison of the habitat being evaluated to the optimum
habitat for a particular evaluation species. Ffor some mechanistic models
(Figure 3) a mathematical aggregation procedure is used to integrate
relationships of model components. In others (Figure 4) an HSI value is
defined as the 1lowest SI value for any variahle in the model.
Nonmechanistic models (e.g., statistical models for standing crop and
harvest) do not require use of Sl graphs. Output from an HSI model,
regardless of the type, is used to determine the quantity of habitat for a
specific species at a site, and an HSI value ranges from 0 to 1, with 1
representing optimum conditions, The relationship:

Hahitat area x Habitat quality (HSI) = Habitat Units (HU's)

provides the bhasis for obtaining habitat data to compare before and after
conditions for a site {if poliution problems or other environmental
problems are solved.

As with all models, some potential sources of subjectivity exist in HSI
models. Potential subjectivity in mechanistic models may occur when: (1)
determining which variables should be included in the model; (2)
developing suitability index graphs from contradictory or incomplete data:
(3) incorporating information for similar species of different 1ife stages
in the suitability index graphs: (4) determining whether or not highly
correlated variable really affect habitat suitability independently and
which variables, if any, should be eliminated from the model; (5)
determining when, where and how model variables should be measured; and
(6) converting assumed relationships between variables into mathematical
equations that aggregate suttability indices for individual variables into
a species HSI (Terrell et al., 1982). All models developed and published
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by the U.S. Fish and Wildlife Service are subjected to reviews by species
experts to eliminate as much subjectivity as possible.

Appendix A-1 of this manual is a reprint of the HSI developed for the
channel catfish, Readers are encouraged to read the appendix to gain
greater understanding of features of the model. HSI models for 19 aquatic
and estuarine fish species were published in FY 82, and an additional 20
are under development and planned for publication in FY 83. Models have
been published for striped bass, channel catfish, creek chub, cutthroat
trout, black crappie, white crappie, blue gill, slough darter, common
carp, smalimouth buffalo, hlack bullhead, green sunfish, largemouth bass,
northern pike, juvenile spot, juvenile Atlantic croaker, gulf menhaden,
brook trout, and the southern kingfish, Models for coastal species were
developed at the National Coastal Ecosystems Team (MNCET) and those for
inland species were developed at the Western Fnergy and Land lise Team
(WELUT).

For more information concerning models for inland species, contact: Team
Leader, Western Enerqgy and Land lise Team, 2627 Redwing Road. Fort Collins,
Colorado 8N0%26 (FTS 323-5100, or comm. 303-22A6-9100). Individuals
interested in models for coastal species should contact Team Leader,
National Coastal Ecosystems Team, 1010 Gause Boultevard, Slidell, Louisiana
70458 ( FTS AB5-f511, or comm, 5N4-255-6511).



Habitat Variables Life Requisites

% cover (VZ)

Substrate type (V4)

% pools (V1)

% cover (VZ) Cover (Cc)

Average current velocity (V]a)

Temperature (adult) (Vs)

Temperature (fry) (Vy,)

Temperature (juvenile) (V;,)

Dissolved oxygen (V8) water Quality (CHQ) HSI
Turbidity (V7)
Salinity (adult) (Vg)
salinity (fry, juvenile) (V]3)

Length of agricultural /
growing season (Vg)~————

% pools (V])

% cover (Vz)
Dissolved oxygen (VB)

Reproduction (CR)
Temperature (embryo) (V,4)

Salinity (embryo)} (V]1)

Figure 1. Tree diagram illustrating the relationship of habitat variables
and life requisites in the riverine model} for the channel catfish HSI
model. The dashed line for the length of agricultural growing season

(VG) is for optional use in the model (McMahon and Terrell 1982).
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channel catfish riverine model. A SI value can ran&e from“0 to 1 with 1
representing an optimum condition {McMahon and Terrell 1982).



Food (CF).

Cr=Va* Y
2 1

Cover (CC).

. 1/3

Water Quality (ng}.

2(Vg + Vyg + Vya) + Vg x 2(Vg) + Vg + Vg
Cwq ™ 3

7

If Vg, Vi0s Vigs Vgs Vg» or Vi5 is < 0.4, then C"Q equals the lowest
of the following: VS’ v12, V]4. VB’ Vg, V]3. or the above equation.

Note: I[f temperature data are unavailable, 2(v5) (1ength of
agricultural growing season) may be substituted for the term

20Vs + V12 * V1o
3 in the above equation

Reproduction (CR)_

2 2 2

1/8
CR a (V.| x Vo© x V8 X V10 X V]])

If Vg, Vqgs Or Vqy is < 0.4, then Cp equals the lowest of the
following: VS' V10' V11, or the above equation.

HSI determination.

241/6
R )7, or
If CwQ or Co is < 0.4, then the HSI equals the lowest of the

following: Cuq» Cg» Or the above equation.

- 2
HS1 (CF X Cc X CNQ x C

Figure 3. Formulas for the channel catfish riverine HSI! model (McMahon
and Terrell 1982).



Habitat Variahles

Ratio of spawning habitat
to summer habitat [area that
is less than 1 m deep and
vegetated (spring) divided
by total midsummer area) (V1)

Drop in water level during embryo

Suitability Indices

and fry stages (VZ)

Percent of midsummer area with
emergent and/or submerged
aquatic vegetation or remains
of terrestrial g]ants (bottom

debris excluded (V3)
Logyy TDS during midsummer (V4)

Least suitable pH in spawning
habitat during embryo and

fry stages (V5)

Average length of frost-free

season (Vﬁ)

Maximal weekly average
temperature (1 to 2 m

deep) (V7)

Area of backwaters, pools, or
other standing/sluggish
(less than 5 cm/sec? water
during summer, as a percent

of total area (V8)

Stream gradient (V9)

s1,

Sk

Sy

Slg

Slg

8

Slg

Sl

HSI

Figure 4. A tree diagram for the northern pike riverine HSI model. Note

that habitat variables are not aggregated for separate life requisite

components (Inskip 1982).
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CHAPTER [v-2
DIVERSITY INDICES AND MEASURES NF COMMUNITY STRUCTURE

Niversity is an attribute of biological community structure. The
concepts of richness and composition are commonly associated with
diversity. Species richness is simply the number of species, while
composition refers to the relative distribution of individuals among
the species, or evenness. Ndum (1959) defined diversity indices as
mathematical expressions which describe the ratio between species and
individuals in a hiotic community. A major advantage of diversity
indices is that they permit the summarization of large amounts of data
about the numbers and kinds of organisms into a single numerical
description of community structure which is comprehensible and useful
to people not immediately familiar with the specific biota. Some
diversity indices are expressions of the number of taxa, usually
species, in the community. Whittaker (1964) referred to these formulas
as indices of "species diversity", i.e. the more species - the greater
the diversity. "Dominance diversity indices" (Whittaker, 1964)
incorporate the concepts of both richness and evenness; thus, diversity
increases as the number of species increases or as the individuals
hecome more evenly distributed between the species.

The response of bottom fauna to four types of pollution is represented
in Figure 1[V-2-1 (Keup 19A6). Figure [V-2-1A shows that organic
pollutants generally decrease the number of species present while
increasing the numbers of surviving taxa, whereas toxic pollutants tend
to reduce both numbers and kinds of organisms (Figure [%Y-2-18). I[n
general, the effect of all types of pollutant stress on community
structure is the loss of diversity. The value of diversity in natural
communities lies in the fact that the presence of many species insures
the likelihood of "redundancy of function" (Cairns et al. 1973), As
explained by Cairns and Dickson (1971), in a highly diverse community,
the constantly changing environment will probably affect only a small
portion of the complex bottom fauna community at any time,. Because
there are many different kinds of organisms present, the role of those
eliminated as a result of natural environmental change will be filled
by other organisms. Thus the food cycle and the system as a whole
remain stable. On the other hand, natural environmental variation
might eliminate a significant portion of a community that has been
simplified by pollutant stress. With no organism available to fill the
vacated niche, the functional capacity of the unstable community may be
jeopardized. Generally, maintenance of diversity is important because
it enhances the stability of a system,

Diversity indices are commonly computed as one tool among many in the
analysis of aquatic (as well as terrestrial) communities, Some
prevalent reasons for measuring community diversity are listed below
(these purposes are by no means independent of each other):

® To investigate community structure or functions

© To establish its relationship to other community oproperties
such as productivity and stability

° To establish its relationship to environmental conditions

[V-2-1
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° To compare communities

° To evaluate the biotic health of the community

°® To assess the effects of pollutant discharges

° To monitor water quality by biological rather than
physicochemical means

In analyses of freshwater aquatic communities, diversity studies generally
involve benthic macroinvertebrates or fish, Several advantages and
disadvantages have been given for the study of these groups (Cairns and
Dickson 1971, Karr 1081), and are listed in Table I1V-2-1. These two groups
are generally considered to be the most suitable organisms for evaluation
of community integrity. Whereas it might be desirable to investigate the
diversity of both fish and macroinvertebrates, the two groups generally are
not used in combination to calculate a single diversity index because of
differences in sampling selectivity and error,

NIVERSITY INDICES

Many indices of diversity have been developed. Some indices selected from
the literature are presented in Table [V-2-2, and the more common ones are
discussed below,

Species Diversity Indices

O0f the expressions described as species diversity indices (equations 1
through 4 in Table [V-2-2, plus others), the Margalef formula is probably
the most popular. Once the sampling and identification is completed, it is
an easy matter to calculate the diversity index using the Margalef formula
by substituting the number of species(s) and the total number of
individuals (n) into the equation below.

d = s-1
Tnn

The use of this formula, and others of the type, has some important
Timitations. First, it 1is not independent of sample size. Menhinick
(1964) found that for sample sizes from A4 to 300 individuals the Margalef
diversity index varied from 3.05 to 14,74, respectively. In that study,
four species diversity indices were evaluated for variation with sample
size and all were found unsatisfactory except for the equation referred to
as the Menhinick formula in Table [V-2-2., The second limitation of species
diversity indices is that, by definition, they do not consider the relative
abundance among species, and, therefore, rare species exert a high
contribution to the index value, To illustrate this Jlimitation, Wilhm
{1972) calculated diversity by the Margalef and Menninick formulas for
three hypothetical communities each containing five species and 1N0
individuals fsee Table I1V-2-3). Communities A, B, and C exhibit a wide
range of relative distribution of individuals between the five species.
Iintuitively, community A is more diverse than community C, hut the two
species diversity indices fail to express any difference.
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TABLE [V-2-1. ADVANTAGES AMD DISADVANTAGES OF USING MACROINVERTEBRATES AND

FISH IN EVALUATION OF THE BIOTIC INTEGRITY OF FRESHWATER

U My

K N) ;K > )

MACROINVERTEBRATES

Advantages

Fish that are highly valued by humans
are dependent on bottom fauna as a
food source.

Many species are extremely sensitive
to pollution and respond quickly to
it.

Bottom fauna usually have a complex
life cycle of a year or more, and if
at any time during their life cycle
environmental conditions are outside
their tolerance limits, they die.
Many have an attached or sessile mode
of 'ife and are not subject to rapid
migrations, therefore they serve as
natural monitors of water quality.

FISH

Life history information is extensive
for most species.

Fish communities generally include a
range of species that represent a
variety of trophic levels (omnivores,
herbivores, insectivores,
planktivores, piscivores) and utilize
foods of both aquatic and terrestial
origin, Their position at the top of
the aquatic food web also helps
provide an integrated view of the
watershed environment.

Fish are relatively easy to identify.
Most samples can be sorted and
identified in the field, and then
released.

The general public can relate to
statements about conditions of the
fish community.

Roth acute toxicity {missing taxa)
and stress effects fdepressed growth
and reproductive success) can be
evaluated. Careful examination of
recruitment and growth dynamics among
years can help pinpoint periods of
unusual stress.
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Disadvantages

° They require specialized

taxonomic expertise for
identification, which is also
time-consuming,

Background life-history
information is lacking for many
species and groups.

Results are difficult to
translate into values meaningfuyl
to the qgeneral public.

Sampling fish communities is
selective in nature,

Fish are highly mobile. This
can cause sampling difficulties
and also creates situations of
preference and avoidance, Fish
also undergo movements on diel
and seasonal! time scales,

There is a high requirement for
manpower and equipment for fiela
sampling.



TABLE IV-2-2.

SUMMARY OF DIVERSITY INDICES

Descriptive Name

1.

Simplest possible ratio of

species per individual

Gleason

Margalef

Menhinick

McIntosh

Simpson

Brillouin

Shannon-Wiener

Approximate form of the
Shannon Index

Shannon Index using
biomass (weight) units
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Formula
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KEY

diversity index.

total number of individuals.

number of individuals in species 1.
total number of species.

n
= probability of selecting an element of state i 2 ﬁi.

TABLE Iv-2-2. {Cont'd)
H=dzH =4
n
n.
b
S
Py
R

rank of species i.

the species required to produce the calculated d.i. value if
the individuals were distributed among the species accord-
ing to MacArthur's (1957, 1960) “"broken-stick" model.
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TABLE [v-2-3, QDIVERSITY OF THREE HYPCOTHETICAL COMMUNITIES EVALUATED BY THE
MARGAL=F, MENHINICK, AMD SHAMMON-wizHEX [KOICZS

Community s-1 >

ngoonp Ny Ny o0 n S Tn ni/? 3
A 20 20 20 20 20 n0 5 0.87 0.50 2.32
B 40 30 15 10 5 00 5 0.87 0.850 1.587
c ] ] ] ] 96 100 & 0.87 0.50 0.2

Another shortcoming of species per individual formulas is that they are not
¢imensionless, thus substitution of alternate variabies for numpers - such
as biomass or energy ‘low - would produce values dependent on tne arditrary
choice of units.

The major advantage of using species diversity ingices s the simpiicity of
calculation; however, cerzain conditions for their proper use must De
considered. Since these formulas are depengent on sample size [except
possibly, the Menhinick equation), for intercommunity comparison the sample
sizes snould be as nearly identical as possible. It must be kept in mind
that tnese expressions represent only the numper of species and not any
expression of relative abundance. Finally, for use of variables otner Zhan
numbers, the units must be specified and kept consistent,

Dominance Diversity Indices

The most prominent dominance diversity index (equations 5 througn 8 in
Table [Y-2-2, plus others) is the Shannon-Wiener formula. This index is
used extensively in research projects, as is the Simpson equation, The
Shannon-Weiner diversity index evolved from information thneory to <the
functional! equation shown below:

n, n

-:-Y L N |

d=-) (ﬁ—)logzLﬁ-)
in wnhich the ratio of the number of individuals c¢ollected of species |
to the total numpber of individuals in the sample (n;/n) estimates the
total population value (Nj/N), which is an approximation of tne
oropapility of collecting an individual of species 1 [pj). I+ snoula be
noted tnhat the units of d using logs; is the oinary unit, or bit. Hatural
logarithms or 10gyp 3are sometimes substituted into the equation for
convenience, in wnich case different index values would be obtainec, with
the units of nats or decits, respectively. The Shanngn-Wiener giversity
‘ngex is calculated using base 10 logaritnms, for two simple, hypothetical
samples in Example [VY-2-1 (see statistical analysis section). A formula
for conversion between differently-based icgaritnms is given delow:

TogoY = 1.443 1n ¥ = 3.322 logypY

The logarithm base and units should always be given when reporting data.
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The dominance and species diversity indices discussed can be wused to
measure the diversity of virtually any biological community (including
macroinvertebrates and fish), and their application is limited only by
sampling effectiveness, Wilhm and Dorris (1968) evaluated species
diversity of benthic macroinvertebrates using the Shannon-Wiener formula
and obtained values less than 1.0 in areas of heavy pollution, values from
1.0 to 3.0 in areas of moderate pollution, and values exceeding 3.0 in
clean water areas (values given are in decits).

Disadvantages of using the Shannon index (or others of the type) include
the considerable time, expense, and expertise involved 1in sampling,
sorting, and identification of samples, Calculation of the index value can
be mathematically tedious if done manually, but is greatly simplified if a
computer 1is available. Computer programs for computing d and r are
provided in the literature (Wilhm, 1970; Cairns and Dickson, 1971).

The Shannon-Wiener formula has a number of features which enhance its
usefulness., This index of diversity is much more independent of sample
size than the species diversity indices [(Wilhm 1972). Since it
incorporates the concept of dominance diversity, the relative importance of
each species collected is expressed and the contribution of rare species to
diversity is Jow. This is illustrated by the d values calculated using the
Shannon equation for the three communities 1in Table [v-2-3. Also, the
Shannon formula is dimensionless, facilitating the measurement of biomass
diversity. Ndum {1959) recognized that the structure of the biomass
pyramid held more ecological (trophic) significance than the numbers
pyramid because it takes many small individuals to equal the mass of one
large individual. The Shannon-Wiener equation can easily he modified to
accomodate any units of weight as shown below:

w. ‘Ni\
d = -l (;1)1092(;—1

Wilhm (1968) pointed out that use of this diversity index with units of
energy flow might be even more valuable to the study of community structure
and function,

Hierarchical Diversity

Diversity indices, such as the Shannon-Wiener index, can be partitioned to
reflect the contribution made by different taxonomic and trophic levels.
Pielou (1975) suggested that a community showing more diversity at higher
taxonomic levels {e.g. genus and family) should be considered to be more
diverse than a community with the same number of species but congeneric or
cofamilial. Osborne et al (1980 )questioned the ecological significance of
Pielou's suggestion, but investigated the use of the hierarchical diversity
index (HDI) shown below:

HDI = H'(F) + H'g(G) + H'gg(S)

in which H'(F) is the familial component of the total diversity, H'p(G)
is the generic component of the total diversity, and H g;(S) is the
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speci®ic component of the total diversity. The equation used by Kaesler et
al. (1¢78) 1illustrates the calculation of the hierarchical components.
They usedq

o N, o fi N . o fi gij Nijk
=z +8° L H + Y E ) JH. ..+ 8§ z I 1 H -
Hoaly 2 Wi "V 4 ™ e T g g e 88

where q ,8,y, and & are weighting coefficients; subscripts 0, F, G, and S
represert order, family, genus, and species, respectively; o, f, and g
represert number of orders, families within orders, and genera within
families, respectively; N represents the number of individuals; and Nj
represents the number of individuals in the ith group. Osborne et al.
(1980 concluded that identification to the family level was sufficient to
detect intersite differences in that study, while the order level (Mughes,
1978) and generic level (Kaesler et al,, 1978) were sufficient in other

b ASLRAE SR ’

studies, Determination that identification to species or genus is
unnecessary for a particular study would reduce the time, expertise, and
expense required, A hierarchical diversity index would be of more

ecological value if it were based on trophic relatijonships rather than
taxonomy. Osporne, et al. (1980) presented the following hierarchical
trophic diversity index (HTDI):

HTDL = K'(Ty) + H'11(Tp) + H'1y72(T3)

in which H'(Ty) is the general trophic level component of the total
trophic diversity, H'T](Tz) is the functional group companent of the
total trophic diversity, and H' 1T2(T3) is the Jowest taxonomic
unit component of the total trophic diversity. The classifications used in
the hierarchical trophic-based diversity index of Osborne et al. (1980) are
Yisted in Table [V-2-4A, Two classification systems were investigated by
Kaesler et al., (1978): the trophic classifications appear in Table [V-2-48.
and tne functional morphological classifications are shown 1in Table
Iv-2-4C. A1l of these hierarchical diversity indices used benthic
mecroinvertebrates as their group of study. Hierarchical diversity indices
based on trophic level and functional morphology are relatively new and
tneir utility will improve as more experience is gained. These indices are
of potentially great ecological value because of their functional (rather
tnan structural, e.g. taxonomic) approach to community analysis.

Evenness and Redundancy

when using dominance diversity indices, it is desirable to distinguish
between the two concepts of diversity incorporated into them, since it 1is
tnheoretically possible for a community with a few, evenly-represented
species to have the same index value as & community with many,
uneveniy-represented species. For this reasons, relative diversity
expressions [equations 11 through Y4 in Table [V-2-2, plus others) such as
eveness ancd redundancy are often used in conjunction with dominance
diversity indicies. Redundancy is an expression of the dominance of one or
more species and 1s inversely proportional to the wealtn of species (Wilhm
ang DJcrris, 19A3), To use the redundancy expression in conjunction with
the Shannon-Wiener index, the theoretical maximum diversity (dmax)
and mimimum diversity (dpjp) are calculated by the equations:

- _{1\ [, !
CIRL RS [log,nt - s log, (n/s)!])
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TABLE 1v-2-4. FUNCT]ONALLY-BASED HIERARCHICAL CLASSIFICATION SVSTEMS

HTy

Hierarchical trophic classification used for KTD] calculetions

o

Hr2 Hr3

(Trophic level) (Functional group) (Number of individuals)

Omnivore

Carnivore

Herbivore

Detritivore

Filter Feeders Number of individuzls of each
Collector-Gatherer- taxon within each functional
Shredder-Engulfer group.
Engul fer-Shredder
Collector-Filterer-
Engqulfer
Enqulfer-Grazer
Enguifer-Collector-
Grazer
Engulfer
Piercer
Scraper-Collector-Gatherer
Collector-Gatherer-Shredder
Collector-Filterer-Gatherer
Collector-Gatherer
Collector-Filterer
Shredder
Shredder
Collector-Gatherer

B. Trophic classification of macrobenthic invertebrates. For any specific
application, not all possible combinations are likely to be realized.

Level of
Hierarchy

NHame Subdivisions

I

Il

IT1

IV

Functional group shredders (vascular plant tissues)
collectors {detrital materials)
grazers (Aufwuchs)
predators
parasites

Feeding mechanism chewers and miners
filters (suspension feeders)
gatherers (sediment or deposit feeders)
scrapers
chewers and suckers
swallowers and chewers
piercers
attachers

Dependence obligate
facultative

Food habit herbivory
detritivory
carnivory
omnivory

Species numher of individuals
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TABLE [V-2-4 . FUNCTIONALLY-BASED HIERARCHICAL CLASSIFICATION SYSTEMS (Cont'd)

HBR (head, body, respiratory organ) classification of macrobenthic
invertebrates according to functional morphology: head position,
body shape, and respiratory organs,

Level of
Hierarchy Name Subdivisions

1 Head position (feeding  hypognathous
category) prognathous
opisthorhynchous
vestigial or other
11 Body shape (current flattened irregular
of stream) flattened oval
flattened elongate
compressed laterally
cylindrical
elongate
short, compact
fusiform
irregular
hemicylindrical or subtriangular
111 Respiratory organs simple filamentous gills
(substratum) compound filamentous gills
platelike gills
operculate gills
leaflike gills or organs
respiratory dish
respiratory tube
spiracular gills
caudal chamber
plastron
body integument
tracheal respiration
Iv Species number of individuals
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= @l) [1ogzn! - 1ogz[n - (s-1)'}

min
Then the location of d between the theoretical extremes can be computed by
the redundancy formula: d -7
max
= ———————————————
amax° amin

Table [V-2-5 illustrates the expression of redundancy.

TABLE 1v-2-5. THE SHANNON-WIENER INDEX AND CORRESPONDING
REDUNDANCY VALUES FOR 11 HYPOTHETICAL
COMMUNITIES. (after Patten, 1962).

Communities

(K= 6)

Species A

@I = =0
| —~——wo
(IS I N U g ]
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.
—
| — = — Y OO

Expressions have also been developed to describe the evenness of
apportionment of individuals among species in a community. Evenness
measures have historically taken two forms. One is the ratio of diversity
to the maximum possible diversity, where dg,, 1s defined as the
community in which all species are egqually distributed:

= HVHﬁax £ d/1og s

Where the logarithm 1is to the same base as used in the corresponding
diversity index calculation. However, log s is only an approximation of
dmax because all species in the community generally will not be
sampled. A measure of evenness that does not depend on $ is shown below:
d - dnin
Imax ~ amin

It was from this measure of evenness that the expression for redundancy
(shown above) was derived by the relationship r = 1-V; thus, redundancy may
also be thought of as a measure of the unevenness of apportionment of
individuals among species.

Yy =

Seaquential Comparison Index

The sequential comparison index (SCI) is probably the most widely used
index of diversity because of its extensive worldwide use in industrial
(non-academic) studies. The SC! is a simplified, rapid method for
estimating relative differences in biological diversity and has been used
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mainly for assessing the biological consequences of pollution. Use of the
SC1 requires no taxonomic expertise on the part of the investigator.
Although it has been used with microorganisms, the SCI is predominately
used to evaluate diversity in benthic macroinvertebrate communities. The
collected specimens are randomly poured into a white enamel pan with
parallel lines drawn on the bottom, Only two specimens are compared at a
time. Comparisons are based on differences in shape, color, and size of
the organisms. If the imminent specimen is apparently the same as the
previous one, it is part of the same "“run”; if it is not, it is part of a
new run. An easy way of recording runs is to use a series of X's and QO's.
For example, the specimens shown in line one of Figure 1V-2-2 would be
recorded, from left to right as X 0 X 0 X O X, or seven runs. The
specimens in line two would be tabuTated by X X X 0 X X X. Sample two only
contains three runs and is obviously less diverse. Ultimately, it will be
necessary to know the total number of taxa in the collection., This can
either be counted after determining the number of runs or determined
simultaneously by underlining the symbol of each new taxon as shown above.

Cairns, et al. (1971) described the following stepwise procedure for
calculating the Sequential Comparison Diversity Index:

1. Gently randomize specimens in a jar by swirling.

2. Pour specimens out on a lined white enamel pan,

3. Disperse clumps of specimens by pouring preservative or water on
clumps.

4. If the sample has fewer than 250 specimens, determine the number of
runs for entire sample and go to Step 12.

5. If sample has more than 250 specimens, determine the number of runs for
the first 50 specimens,

f. Calculate DIl where DIy = numbers of runs/50.

7. Plot DIy against the number of specimens examined as in Figure
Iv-2-3.

8. Calrulate the SCI for the next 50 specimens.
9., Determine the total number of runs for the 100 specimens examined.
10. Calculate a new DIy for 100 specimens as in Step 6 and plot the value

obtained on the graph made in Step 7, where DI; = number of runs/100.

11. Repeat this procedure in increments of &0 unti} the curve obtained
becomes asymptotic., At this point enough specimens have been examined
so that continued work will produce an insignificant change in the
final DIy value.

12. Calculate final DIy where

0l = number of runs
number of specimens

13. Record the number of different taxa observed in the entire sample. This
can be done after deriving the final DI} or simultaneously by simply
noting each new taxon as it is examined in the determination of runs,
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Figure IV-2-2. Determination of runs in SCI
technique {from Cairns and Dickson, 1971).
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14, Determine from Figure 1V-2-4 the number of times the SCI examination
must be repeated on the same sample to be 95 percent confident that the
mean DI, is within a chosen percentage of the true value for DI;.

In most pollution work involving gross differences between samp*ing
areas, Line A of Figure [V-2-4 should be used. For example, suppose
DI, were 7.60. Using Line A of Figure [V-2-4 the SCI should be
performed twice to be 95 percent confident that the mean DI is
within 20 percent of the true value.

15. After determining N, rerandomize the sample and repeat the SCI
examination on the same number of specimens as determined in Step
11. Repeat this procedure H - 1 times.

16. Calculate NIy by the following equation:

DIy = 631 x (number of taxa)

17. Calculate NIy by the following equation:

Dir = (DI}) x (number of taxa)

18. Repeat the above procedure for each bottom fauna collection.

19, After determining the DIy for each bottun fauna collection at each
sampling station, there is a simple technique for determining if the
community structures of the bottom fauna as evaluated by the SCI
[N1t) value are significantly different within a station or between
stations, Calculate the 95 percent confidence intervals around each
Olt value, If the 95 percent confidence intervals do not overlap,
then the community structures of the bottom fauna as reflected by the
N1t values are significantly different. For example, suppose the
D1y value for Station 1 were 45 and for Station 2 were 28. In the
determination of DIt a decision was made to use Line A in Figure
iV-2-4, which means that the DIy is within 20 percent of the true
value 95 times out of 100, Therefore the 95 percent confidence
interval for the DIy value at Station 1 would be from 49.5 to 40.5,
or 10 percent of the DIy value on either side of the determined
DI+, Station 2 would have a 95 percent confidence interval for the
CIt value of from 30.8 to 25.2. The bottom fauna communities at the
two stations as evaluatd by the DIy index are significantly
different,

The SCI  permits rapid evaluation of the diversity of benthic
macroinvertehrates, Some insight into the integrity of the bottom
community can be gained from DIy values. Cairns and Dickson (1971)
reported that healthy streams with high diversity and a balanced density
seem to nave NIy values above 12.0, while polluted communities with
skewed popu'atior structures have given values for 0I7 of 8.0 or less,
and irtermediate values have been found ir semipolluted situations,
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SPECIAL INDICES

Several expressions that are not diversity indices per se but which
incorporate the concept of diversity have been formulated, “These include
numerous biotic indices (Pantle and Buck, 1955: Beck, 1955; Beak, 1964,
Chutter 1971, Howmiller and Scott 1977, Hilsenhoff 1977, Winget and Mangum
1879), a composite index of “well-being” (Gammon 1976), and Karr's index
(Karr 1981). These indices are designed to evaluate the biotic integrity,
or health, of bhiological communities and ecosystems,

Riotic Indices

feck (1955) developed a biotic index for evaluating the healith of
streams using aquatic macroinvertebrates. In the equation

Biotic index = 2(n Class I) + (n Class I1)

where n represents the number of macroinvertebrate species, more weight is
assigned to Class I organisms (those tolerant of little organic pollution)
than to Class Il organisms (those tolerant of moderate organic pollution
but not of anaerobic conditions). A stream nearing septic conditions will
have a biotic index value of zero; whereas streams receiving moderate
amounts of organic wastes will have values from 1 to 6, and streams
receiving little or no waste will have values wusually over 10 (Gaufin
1973 ).

The biotic index proposed by Hilsenhoff uses the arthroped community
(specifically insects, amphipods, and isopods) to evaluate the integrity of
aquatic ecosystems via the formula:

BI = E: niai/n

where n; is the total number of individuals of the ith species (or
genus), a; is the tolerance value assigned to that species {or genus),
and n is the total number of individuals in the sample (Hilsenhoff, 1977:
Hilsenhoff, 1982). Pollution tolerance values of zero to five are assigned
to species (or genera when species cannot be identified} on the basis of
previous field studies. A 2zero value is assigned to species found only in
unaltered streams of very high water quality, a value of 5 is assigned to
species known to occur in severely polluted or disturbed streams, and
intermediate values are assigned to species occurring in intermediate
situations, Calculation of this and other biotic indices are methods of
biologically assessing water quality.

Index of Well-Being

Utilizing fish communities, Gammon developed a composite index of well-
being (iyg) as @ tool for measuring the effect of various human
activities on aguatic communities (Gammon, 1976; Gammon and Reidy, 1981:
Gammon et al., 1981). This index was calculated by:

Iyg = 0.5 1n n+ 0.5 1n w+ 5;0 + dyt

in which n is the number of individuals captured per kilometer, w is the
weigrt 1in kilograms captured per km, d; is the Shannon index based on
numbers, and dyy is the Shannon index %ased on weights. (The Shannon
index was caiculated using natural logarithms).
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Karr's Index of Biotic Integrity (IBIl)

Karr (1981) presented & procedure for classifying water resources by
evaluating their biotic integrity using fish communities,. Use of the
system involves three assumptions: (1) the fish sample 1is a balanced
representation of the fish community at the sample site; (2) the sample
site is representative of the larger geographic area of interest; and (3)
the scientist charged with data analysis and the final classification is a
trained, competent bhiologist with considerable familiarity with the local
fish fauna. For each of the twelve criteria listed in Table 1v-2-6, the
evaluator subjectively assigns a minus {-), zero (0), or plus {+) value to
the sample., The qrades are assigned numerical values - {-)=1, (0)=3, (+)=5
- which are summed over all twelve criteria to produce an index of
community quality., The sampled community is then placed in one of the
biotic integrity classes described in Table 1IV-2-7 based on numerical
boundaries such as those tentatively suggested by Karr (1981) and shown in
Table 1V-2-8,

TABLE Iv-2-6. PARAMETERS USED IN ASSESSMENT OF FISH
COMMUNITIES. (SEE ARTICLE TEXT FOR DISCUSSION.)

Species Composition and Richness
Number of Species
Presence of Intolerant Species
Species Richness and Composition of Darters
Species Richness and Composition of Suckers
Species Richness and Composition of Sunfish (except
Green Sunfish)
Proportion of Green Sunfish
Proportion on Hybrid Individuals

Ecological Factors
Number of Individuals in Sample
Proportion of Omnivores {Individuals)
Proportion of Insectivorous Cyprinids
Proportion of Top Carnivores
Proportion with Disease, Tumors, Fin Damage, and
Other Anomalies

RIOLOGICAL POLLUTION SURVEY DESIGN

The first step in planning any survey of water quality is to identify
specific objectives and clearly define what information is sought, For
instance, the objective of a use attainability analysis might be to
evaluate the water quality or degree of degradation of a body of water, in
general, in order to ascertain the accuracy of the current use designation,
Alternately, the analysis objective might be to determine the extent of
damage caused by a discharge or series of discharges, From such
information, the potential attainable use can be identified; judgments must
then be made regarding the benefits/costs of improving the degree of waste
treatment,
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TABLE 1v-2-7: BIOTIC INTEGRITY CLASSES USED IN ASSESSMENT OF FISH COMMUNITIES
ALONG WITH GENERAL DESCRIPTIONS OF THEIR ATTRIBUTES

Class Attributes
Excellent Comparable to the best situations without influence of

man; all regionally expected species for the habitat and
stream size, including the most intolerant forms, are
present with full array of age and sex classes; balanced
trophic structure,

Good Species richness somewhat below expectation especially
due to loss of most intolerant forms; some species with
less than optimal abundances or size distribution;
trophic structure shows some signs of stress.

Fair Signs of additional deterioration include fewer
intolerant forms, more skewed trophic structure (e.qg.,
increasing frequency of omnivores); older age classes of
top predators may be rare.

Poor Dominated by omnivores, pollution-tolerant forms, and
habitat generalists; few top carnivores; growth rates
and condition factors commonly depressed; hybrids and
diseased fish often present.

Very Poor Few fish present, mostly introduced or very tolerant
forms; hybrids common; disease, parasites, fin damage,
and other anomalies regular.

No Fish Repetitive sampling fails to turn up any fisnh,

TABLE IV-2-8: TENTATIVE RANGES FOR THE BIOTIC
INTEGRITY CLASSES.

Class Index Number
Excellent (E) 57-60
E-G 53-56
Good (G) 48-52
G-F 45-47
Fair (F) 39-44
F-p 36-38
Poor (P) 28-35
P-vP 24-27
Very Poor (VP) <23
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The next steps in planning the survey are to review all available reports
and records concerning the waste effluents and receiving waters, and to
make a field reconnaissance of the waterway, noting all sources of
pollution, tributaries, and uses made of the water.

Sampling Stations

There is no set number of sampling stations that will be sufficient to
monitor all types of waste discharges; however, some basic rules for a
sound survey design are listed below (Cairns and Dickson 1971). The
following describes an "upstream-downstream" study. The reader should also
consult Section IV-6 on the reference reach approach to see an alternative
method.

1. Always have a reference station or stations above all possible
discharge points, Because the wusual purpose of a survey is to
determine the damage that pollution causes to aquatic life, there must
be some basis for comparison between areas above and below the point or
points of discharge. 1In practice, it is usually advisable to have at
Yeast two reference stations., One should be well upstream from the
discharge and one directly above the effluent discharge, but out of any
possible influence from the discharge.

2. Have a station directly below each discharge.

3. If the discharge does not completely mix on entering the waterway but
channels on one side, stations must be subdivided into left-bank,
midchannel, and right-bank substations. A1l data collected -
biological, chemical, and physical - should be kept separate by
substations,

4, Have stations at various distances downstream from the last discharge
to determine the linear extent of damage to the river,

5. A1l sampling stations must be ecologically similar before the bottom
fauna communities found at each station can be compared. For example,
the stations should be similar with respect to bottom substrate (sand,
gravel, rock, or mud), depth, presence of riffles and pools, stream
width, flow velocity, and bank cover.

6. Biological sampling stations should be located close to those sampling
stations selected for chemical and physical analyses to assure the
correlation of findings.

7. Sampling stations for bottom fauna organisms should be located in an
area of the stream that is not influenced by atypical habitats, such as
those created by road bridges.

8. In order to make comparisons among sampling stations, it is essential
that all stations be sampled approximately at the same time. Not more
than 2 weeks should elapse between sampling at the first and last
stations.
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For a long-term biological monitoring program, bottom organisms should be
collected at each station at least once during each of the annual seasons.
More frequent sampling may be necessary if water quality of any discharge
changes or if spills occur. The most critical period for bottom fauna
organisms is usually during periods of high temperature and low flow of the
waterway. Therefore, if time and funds available 1limit the sampling
frequency, then at least one survey during this time will produce useful
information.,

Sampling Equipment

Commonly used devices for sampling benthi¢ macroinvertebrate communities
include the Peterson dredge, the surber square foot sampler, aquatic bottom
nets, and artificial substrate samplers. Proper use of the first three
pieces of equipment requires that the operator exert the same amount of
effort at each station before comparisons can be made. This subjectivity
can cause error, but can be minimized by an experienced operator,
Artificial substrates standardize sampling to some extent by providing the
same type of habitat for colonization when placed in ecologically similar
conditions., A simple type of artificial substrate sampler is a wire basket
containing rocks and debris., Others consist of masonite plates or plastic
webs which can be floated or submerged. Additional advantages of
artificial substrate samplers are quickness and ease of use.

Fish sampling equipment includes electrofishing gear, encircling gear (haul
seine, purse seine), towed nets (otter trawl), gill nets, maze gear, and
chemical toxicants (rotenone, antimycin). As discussed above, the same
sampling effort must be put forth at each station when using this
equipment., Also, measures should be taken to reduce the selectivity of
fish sampling.

Number of Samples

1f comparisons are to be made between stations in a pollution survey, each
station must be sampled equally. Either an equal number of samples must be
taken at each station or an equal amount of time and effort must be
expended.

Nrganisms are not randomly distributed in nature, but tend to occur in
clusters. Because of this, it is necessary to take replicate samples in
order to obtain a composite sample that is representative of that station.

There is no "cookbook recipe" which defines the number of samples to take
in a given situation, Cairns and Dickson (1971) have found practical
experience to show that not less than three artificial substrate samplers,
3 to 1N dredge hauls, and at least three Surber square foot samples
represent the minimum number of samples required to describe the bottom
fauna of a particular station, Naturally, increasing the number of
replicate samples increases the reliability of the data. The data of
replicate samples taken at a given station are combined to form a pooled
sample., It has been found that a plot of the pooled diversity index versus
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cumulative sample units becomes asymptotic, and that once this asymptotic
diversity index value is found, little is gained by additional sampling.
Ideally, a base line study would be conducted to determine the optimum
number of samples for a pollution survey.

STATISTICAL ANALYSES

This section describes some of the statistical methods of comparing the
diversity indices calculated for different sampling stations.

Hutcheson's t-test

Hutcheson (1970) proposed a t-test for testing for difference between two
diversity indices:
Hp - K

t.SH H
1772

Where Hi-H, is simply the difference between the two diversity indices,
and
2 2. ,1/2
oW = (s -sp)
1-Hy Hp M
The variance of H may be approximated by:

Sy

, L, Tog? £, - (If, Tog )
H n2-

Where f; is the frequency of occurrence of species i and n is the total
number of individuals in the sample. The degrees of freedom (df)
associated with the preceding t are approximated by:

/n

S

(sz )2 (Sz )2
H H
¢ = (sp + 52 ) [+ 2

1 2 " n,

Convenient tables of f;log2f; are provided by Lloyd, et al. (1968),
and t-distribution tables can be found in any statistics textbook (such as
Dixon and Massey, 1969; Zar, 1974; etc.). Example lV-2-1 demonstrates the
calculation of the Shannon-Wiener index (H) for two sets of hypothetical
sampling station data, and then tests for significant difference between
them using Hutcheson's t-test.
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Example 1V-2-1. Comparing Two Indices of Diversity (adapted from Zar

1974).

Hg: The diversity index of station 1 is the same as the diversity
index of station 2.

Hp: The diversity indices of stations 1 and 2 are not the same. The
level of sianificance (Q) = 0.05
Station 1 5 n n
numper of i i
Species individuals( i) percentage(fj) fi 10g fi ) 109 fi 3_'109 n
1 47 47 78.5886 131.4078 -0.1541
2 35 35 54.0424 83.4452 -0.1596
3 7 7 5.9157 4.9994 -0N,0808
4 5 5 3.4949 2.4429 -0.0651
5 3 3 1.4314 0.6830 -0.0457
6 3 3 1.4314 0.6830 -0,0457
6 100 100 144 .9044 223.6613 -0.5510
Station 2
number of n 2 ni n1
Species individuals( i) percentage(ff) f{ log fi f1 log fi 3— log —
1 48 48 80.6996 135.6755 -0.1530
2 23 23 31.3197 42.6489 -0.1468
3 11 11 11.4553 11.9294 -0.1054
4 13 13 14.4813 16.1313 -0.1182
5 3 3 1.4314 0.6830 -0.0457
) 2 2 0.6021 0.1813 -0.0340
6 100 100 139.9894 207 .2494 -0.6001
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H1 = 0.5510 H2 = 0.6001

si = 0.00136884 sﬁ = 0.00112791
1 2

S = 0.0499

Hi-Hy

t = -0.98

df = 198.2 = 200

From a t-distribution table: t0.05(2),200 = 1.972

Therefore, since the t value is not as great as the critical value for the
95 percent level of significance (Q = 0.05), the null hypothesis (H,) is
not rejected.

Analysis of Variance

Analysis of variance (ANOVA) can be used to test the null hypothesis that
all means are equal, e.g. Hgiuj=up=...=uy, where k is the number of
experimental groups. “Single factor" or "one-way" ANOVA is used to test
the effect of one factor (sampling site) on the variable in question
[diversity) in Example 1V-2-2. Two-way ANOVA can be used for comparison of
spacial and temporal data.

In Example [V-2-2, each datum (Xij) represents a diversity index that
has been calculated for j replicate samples at each of 1 stations.
Also, x. represents the mean of station i, n; represents the number of
rep]icales in sample i, and N(= Zni) represents the total number of indices
calculated in the survey,

After computing the mathematical summations, the ANOVA results are

typically summarized in a table as shown. The equality of means is
determined by the F test.
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F

Q, groups df, error df = group MS
error M3

The critical value for this test is obtained from an F-distribution table
based on the deqrees of freedom of both the numerator and denominator.
Since the computed F is at least as large as the critical value, Hy is
rejected, e.q. the diversity index means at all stations are not equal.

Examcle [V-2-2. A Single Factor Analysis of Variance (acaoted from lar

19745,

HO:U1=Uz'U3'U4=US

Hp: The mean diversity indices of the five stations are not the same

a = 0.95
Station 1 tation 2 Station 3 Statjon 4 Station &
2.52 3.96 4.10 4.63 5.63
3.32 4,08 4.41 4.21 5.4]
3.64 3.79 4.64 4.35 5.94
3.46 3.71 4.02 4.88 6.27
2.91 4.36 3.86 4.37 6.00
3.10 4.24 3.63 4.01 5.73
Station 1 2 3 4 5
X, 3.21 4.02 4.11 4.41 5.83
n, 6 6 6 6 6
i
RRIY 19.25 24.14 24.67 26.45 34.98
=1 Y
i 2
I x| /n, 61.76 97.12 101.43 116.60 203.93
L
n, 2 2
k i Y X, s
I |1 x| /ny=s80.84 L - T§= 5832l
i=1 |3=1 j
Y
L1 x,, = 12049 i,
H ¢ = A L5580z
i L RS

2
total sum of squares = Z I ‘11 -C = 24.29

L
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n. 2
' xij /ni -C=2..9

U S P o

groups sum of squares = 1.
i=j\ i=)
error sum of squares = total ss - groups ss = 2.37

total degrees of freedom = N - 1 = 29

groups degrees of freedom = k - 1 = 4

error degrees of freedom = total df - groups df = 25

mean squared deviations from the mean (MS) = ss/df

groups MS = 21.92/4 = 5.48 error MS = 2.37/25 = 0.09

Summary of the Anailysis of Variance

Source of Variation SS cf MS
total 24.29 29

groups 21.92 4 5.480
error 2.37 25 0.095

F = groups MS 5.480 = 57.68

error .09%
F0.05(1),4,25 =278
Therefore, Reject Ky : U Uy=U=U,=Ug
Multiple Range Testing

The single factor analysis of variance tests whether or not all of the mean
diversity indices are the same, but gives no insight into the location of
the differences among stations. To determine between which stations the
equalities or inequalities lie, one must resort to myltiple comparison
tests (also known as multiple range tests). The most commonly usec methods
are the Student-Mewman-Keuls test (Mewman 1939, Keuls 19%52) and the
Duncan's test (Duncan 1955).

Student -Newman-¥euls Test

Example [V-2-3 demonstrates the Student-Newman-Keuls /SNK) procedure for
the data presented in Example 2. Since the ANOVA in Examnle 1[V-2-2
rejected the null hypothesis that all means are equal, the SHK test may be
applied, First, the diversity index means are ranked in increasing order,

Then, pairwise differences Xg-Xp ) are tabulated as shown in Example
1v-2-2 . The value of p is determined by the number of means in the range
of means being tested. lsing the p value and the error degrees of freedom
from the ANOVA, "studentized ranges,” abbreviated q 1vdfs O are obtained
from a table of q-distribution critical values. The standard error is
calculated by:

SE = (52/n)Y2 = (error Ms/n)}/2

If the k group sizes are not equal, a slight modification is necessary.
For each comparison involving unequal n, the standard error is approximated

by:
§? L 1/2
¢ |ny M3
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Example [V-2-3. Student-Newman-Keuls Multiple Range Test with Egual Sample
Sizes. 1h1S exampie utliizes the raw gata and anaiysis of
variance presented in E£xample [V-2-2.

Ranks of sample means (i) 1 2 3 4 5
Panked sample means (;i) 3.21 &,02 4.11 4.41 5.83
SE = (error MS/n)1/2 « (0.095/6)1/2 = 0.126
Comparison Difference
(B vs, A} (X, - X, ) SE q p 90n.05,24,p* Conclusion
5 vs, 1 5.83-3.21=2.62 0.1256 20.79 % 4,166 Reject Hg:ug=uj
5 vs, 2 5.83-4.02=1.81 N.126 14.37 4 3.901 Reject Hg:ug=us
5 vs. 3 R.83-4.11=1.72 0.126 13.65 3 3.532 Reject Hgy:ug=uj
5 vs. & 5.83-4,41=1.42 0.126 11.27 2 2.919 Reject Hy:ug=uy
4 vs. 1 4,41-3.21=1.20 0.126 9,52 4 2.901 Reject Hg:ug=uy
4 vs. 2 4,41-4,02=0.39 0.126 3.10 3 3,532 Accept Hg:ug=us
4 vs. 3 Do Not Test
3 vs. 1 4,11-3.21=0.90 0.126 7.14 3 3.532 Reject Hy:uz=uy
3 vs, 2 Do Mot Test
2 vs. | 4,02-3.21=0.81 0,126 6.43 2 2.919 Reject Hq;u2=u1
* . . . » . . K
Since q0.05,25,p does not appear in the q-distribution table, q0.05’24,p is used.

Overall conclusion: uy # Up = Uz = Uy # ug

The g value is computed by: _ _
q = (xB - xA)/SE

I1f the computed q value is greater than or equal to the critical value,
then Hy: ug = up 1s rejected,

In Example 3, after accepting Hy:ua=upy there is no need to test 4 vs,
3 0or 3 vs. 2. The conclusions drawn in the example are that the community
at Station 1 has a significantly -different mean diversity index from all
other sampled communities; likewise, the Station 5 mean is different from
the others. However, the communities at Stations 2, 3, and 4 have
statistically equal diversity index means,. These conclusions can be
visually represented by underiining the means that are not significantly
different with 3 common line as shown below:

station 1 2 3 4 5
mean diversity index  3.21 4,02 4.11 4.4] 5.83

Conversely, any two means not wunderscored by the same line are
significantly different.

Duncan's Multiple Range Test
The theoretical basis of the Nuncan's test is somewhat different from the

Student-Newman-Xeul test, although the procedures and conclusions are gquite
similar, Duncan's test makes use of the concept of Least Significant
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Difference (LSD) which 1is related to the t-test, a form of which was
discussed previously. The LSD is calculated by:

LSD, = t, (25%/n)1/

where s2 is the mean square for error, n is the number of
reptications, and t is the tabulated t value for the error degrees of
freedom (MS and df for error are calculated 1in the analysis of
variance). After determining p as in the SNK procedure, R values are
obtained from a table dependent on the level of significance, error df, and
p. The shortest significant difference (SSD) is computed by the eguation:

SSD = R(LSD)

Example [V-2-4 demonstrates Duncan's procedure for hypothetical data. As
before, the difference between means 1is calculated for every possible
pairwise comparison of means. This difference is then compared to the
corresponding SSD value and conclusions are drawn., I[f the difference is at
lteast as large as the SSD, then the null hypothesis - that the two means
are equal - is rejected; if the difference is less than SSD, H, is
accepted. The results are visually represented as described for the SNK
test.

Example IV-2-4., Duncan's Multiple Range Test.

Hp: uysup=u3=uy
Hp: The mean diversity indices of the four sampling stations are not
the same

a-= 0.05 n=4 error MS = 0,078 error df=9
Ranks of sample means (i) 1 . 2 3 4
Ranked sample means (X 1} 5.3 5.7 5.9 6.3
172

Comparison Difference R SSD

(B vs. A ) (Xg = Xp ) P a.df,0  =R(LSD) Conclusion

4 vs. 1 £.3-5.3=1.0 4 1.07 0.48 reject Hy:ug=uy

6.3-5.7=0.6 3 1.04 0.46 reject Hg:iug=us
4 vs. 3 6.3-5.9=0.4 2 1.00 n.45 accept Hy:iug=uj
3 ovs. 1 5.9-5.3=0.6 3 1.04 0.46 reject Hg:usz=u
3 vs. 2 5.9-5.7=0.2 2 1.00 0.45 accept Hyiuz=us
2 vs. 1 5.7-5.3=0.4 2 1.00 0.45 accept Hozuz—u]
station 1 2 3 4

mean diversity index 5.3 5,7 5.9 6.3
visual representation —_—
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COMMUNITY COMPARISON INDICES

Introduction

Whereas the statistical analyses discussed above can discern significant
differences between diversity indices calculated at two or more sampling
stations, community comparison indices have been developed to measure the
degree of similarity or dissimilarity between communities. These indices can
detect spatial or temporal <changes in community structure. Polluted
communities presumably will have different species occurrences and abundances
than relatively non-polluted communities, given that all other factors are
equal. Hence, community comparison indices can be used to assess the impact of
pollution on aquatic biological communities.

There are two basic types of community comparison indices: qualitative and
quantitative. Qualitative indices use binary data: in ecological studies, the
two possible attribute states are that a species is present or is not present
in the collection. This type of community similarity index is used when the
sampling data consists of species lists. Kaesler and Cairns (1972) considered
the use of presence-absence data to be the only justifiable (and defensible)
approach when comparing a variety of organism groups (e.g. algae and aquatic
insects). Also, qualitative similarity coefficients are simple to calculate.
When data on species abundance are available, quantitative similarity indices
can be used. Quantitative coefficients incorporate species abundance as well
as occurrence in their formulas, and thus, retain more information than
indices using binary data. An annotated list of community comparison indices
of both types appears in Table IV-2-9,

Qualitative Similarity Indices

Although the terminology used in the literature varies considerably, the
qualitative similarity indices in Table IV-2-9 (1 - 6) are represented using
the symbolism of the 2X2 contingency table shown in Figure IV-2-5. In the form
of the contingency table shown, collections A and B are entities and all of
the species represented in a collection are the attributes of that entity.

Indices 1 through 4 in Table IV-2-9 are constrained between values of 0 and 1,
while equation 6 has a potential range of -1 to 1. The minimum value
represents two collections with no species in common and the maximum value
indicates structurally identical communities.

According to Boesch (1977), the Jaccard, Dice, and Ochiai coefficients are the
most attractive qualitative similarity measures for biological assessment
studies. The Jaccard coefficient (1) is superior for discriminating between
highly similar collections. The Dice (2) and Ochiai (4) indices place more
emphasis on common attributes and are better at discriminating between highly
dissimilar collections (Clifford and Stehpenson, 1975; Boesch, 1977; Herricks
and Cairns, 1982). Thus, the nature of the data determines which index is most
suitable. The Jaccard coefficient has been widely used by some workers in
stream pollution investigations (Cairns and Kaesler, 1969; Cairns et al.,
1970; Cairns and Kaesler, 1971; Kaesler at al., 1971; Kaesler and Cairns,
1972; Johnson and Brinkhurst, 1971; Foerster et al., 1974). Peters (1968) has
written BASIC computer programs for calculating Jaccard, Dice, and Ochiai
indices.
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TABLE [V-2-9. SUMMARY OF COMMUNITY COMPARISON INDICES

Descriptive Name Formula

a

1. Jaccard Coefficient of Community S = TS

2. Dice Index (Czekanowski, Sorenson) S = ?3%§TE

+b
3. Sokal and Michener Simple Matching § = 2
Index atbtctd
4. Ochiai Index (Otsuka) S = 2
[(a*b)(a*c)]ﬂ2
5. Fager Index S = a 1

Catb) (2t ) 1172 2(avp)172

6. Point Correlation Coefficient
(Kendal) Coefffcient of Association)

ab-bc
[(a+b) (c+d) (atc) (b+d) 172

w
n

— 2 1 nin(x‘a, xib)

ab L (x'a? x1;7

v

7. Bray-Curtis Similarity Coefficient

Llxg, - X!
Bray-Curtis Dissimilarity Dab N AR T
Coefficient ia ib

(%]
"

Percentage Similarity of Community - 1-0.5 le1a - oyl - 1 min (Pyar Pyp)
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10.

11.
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Similarity

Morisita Index of Affinity

Horn Index of Overlap

Distance
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TABLE 1V-2-9 {continued)

Key: S = similarity between samples.
D = dissimilarity between samples.
a,b,c,d = (see Figure IV-2-5).
Xiar %ip ° number of individuals of species i at Station A or B.
Piar Pip ° relative abundance of species i at Station A or B.
Xa, Xb = total number of individuals at Station A or B.
n = total number of different taxa.
la, lb = Simpson diversity index for Station A or B.
Hab = Shannon-Wiener diversity index of Station A and B combined.
Hmax = maximum possible value of Hab'
Hmin = minimum possible value of Hab'

M=o ¥ Xib 1oa *1a * *ib
ab X, + X, L
W Xa tXp) tog (X, * XD - Lxgp Y08 xg, - Loxgy V09 xgp
max Xa + XB

X X X X

ia ia ib ib
O W I S S
min ) S

a 't

Iv-2-32



COLLECTION A

present absent
- a b
S number of species number of species
- @ common to both present in B
- & collections but not in A
(=]
S
= o o d
3 g number of species number of spcies
< 2 present in A not represented in
© but not in B either collection

Figure IV-2-5. 2 x 2 contingency table defining variables a, b, ¢, and d.
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The Fager coefficient (5) is simply a modification of the Ochiai index.
Because a correction factor is subtracted from the Ochiai index, the Fager
coefficient may range from slightly less than zero to slightly less than one;
this makes it less desirable. The Fager index has been used a great deal in
marine ecology.

Both the Sokal and Michener index (3) and the Point Correlation Coefficient
(6) include the double-absent term d. A number of authors (Kaesler and Cairns,
1972; Clifford and Stephenson, 1975; Boesch, 1977) have criticized the
approach of considering two collections similar on the basis of species being
absent from both.

Pinkham and Pearson (1976) illustrated the weaknesses of qualitative
comparison indices. The basic shortcoming is that two communities having
completely different species abundances but the same species occurrence will
produce the maximum index value, indicating that the two collections are
identical.

Quantitative Comparison Indices

Quantitative indices (7 - 12) consider species abundance in addition to mere
presence-absence. Incorporating species abundance precludes the over-emphasis
of rare species, which has been a criticism of the Jaccard coefficient
(Whittaker and Fairbanks, 1958). Quantitative measures are not as sensitive to
rare species as qualitative indices and emphasize dominant species to a
greater extent. Distance (1ll1), information (9, 10), and correlation (12)
coefficients weight dominance even more than other quantitative indices.
Quantitative indices also avoid the 1loss of information involved in
considering only presence-absence data when species abundance data are
available. However, data transformations (e.g., to logarithms, roots, or
percentages) may be desirable or necessary for the use of some quantitive
comparison indices. Calculation of quantitative indices is more complicated
than qualitative coefficients, but can be facilitated by computer application.

The Bray-Curtis index (7) is one of the most widely used quantitive comparison
measures. Forms of this index have been referred to as “index of associaton"
(Whittaker, 1952), as "dominance affinity" (Sanders, 1960), and as "percentage
similarity of community" (Johnson and Brinkhurst, 1971; Pinkham and Pearson,
1976; Brock, 1977). The simplest and probably most commonly used form of the
Bray-Curtis index is the Percent Similarity equation:

Syp * &Min(Py,uPyp)

where the attributes have been standardized into a proportion or percent of
the total for that entity (collection). The shortcoming of the Percent
Similarity coefficient was illustrated by Pinkham and Pearson (1976) as shown
below.
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A B o D 3
Station A 40 20 10 10 10
Station B 20 10 5 5 5

In this hypothetical comparison, all species are twice as abundant at Station
A as at Station B but their relative abundance is identical; therefore, the
maximum similarity value of 1.0 is registered. The authors felt that this
situation is germane to pollution assessment surveys in which the only
difference between two sampling stations is the relative degree of cultural
eutrophication.

In Table IV-2-9, the Bray-Curtis index is displayed as both a measure of
similarity and dissimilarity. Any community similarity index can be converted
to a dissimilarity measure by the simple equality:

D=1-35

Of course, values obtained by a dissimilarity expression are inversely related
to similarity values; they increase with decreasing similarity.

Pinkham and Pearson (1976) presented a community similarity index (8) that
would overcome the shortcomings of other indices (e.g. 1,3,7,12) that were
discussed in the article. Their similarity coefficient can be calculated
using either actual or relative (percent) species abundance, although they
suggested using actual abundance whenever possible. The authors also offered
a modified formula that includes a weighting factor for assigning more
significance to dominant species:

_ min(x; . X5y ) Xia Xib
ab 2 maxlx‘la x1.b) {X : v/ 2

ja’"ib a ‘b
Two community comparison indices that employ diversity indices in their
formulas are the Morisita Index of Affinity (9) and the Horn Index of Overtap
(10). The Morisita comparison measure incorporates the Simpson (1949}
diversity index, and the Horn coefficient uses the Shannon-Wiener {1948)
diversity index. Horn (1966) described the Morisita index as the probability
that two individuals drawn randomly from communities A and B will both belong
to the same species, relative to the probability of randomly drawing two
individuals of the same species from A or B alone. Because the numerator of
the Morisita index is a product rather than a difference ( or minimum value)
it tends to be affected by abundant species to a greater extent than the
Bray-Curtis or Pinkham and Pearson indices. Like those similarity measures,
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the Morisita index ranges from zero for no resemblance to one for identical
collections. The Horn Index of Overlap is a manipulation of Shannon's
information theory equation that closely resembles the expression of community
redundancy developed by Margalef:

- H)/ (Hmax - H

R = (H )

max min
The observed value in Horn's index (Hab) is the Shannon index calculated for
the sum of the two collections being considered. The maximum diversity value
(Hmax) would occur if the two collections contained no species in common, and
the minimum diversity value (Hmin) would be attained if the two collections
contained the same species in the same proportions. It should be noted that
the equations given for Hab, Hmax, and Hmin in the key to Table IV-2-9 are
adapted from those given by Perkins (1983) since those appearing in the
original articie (Horn, 1966) are apparently inconsistent with the Shannon
index. The Morisita and the Horn indices have been used in aquatic ecology
studies (Kohn, 1968; Bloom et al., 1972; Livingston, 1975; Heck, 1976).

If two entities (i.e. communities) are thought of as points in an
n-dimensional space whose dimensions are determined by their attributes (i.e.
species occurrence and abundance ), then the linear distance between the two
points in the hyperspace can be construed as a measure of dissimilarity
between the two entities. The two distance formulas shown in Table IV-2-9
(11) are simply forms of the familiar geometrical distance formula,

a =[xy gy 2] V2

which has been expanded to accomodate n dimensions. Sokal (1961) divided the
distance by n to produce a mean squared difference, which he felt was an
appropriate measure of taxonomic distance. Values computed by the distance
formulas may range from zero for identical collections to infinity; the
greater the distance the less similar the two comunities are. Because the
difference in species abundance is squared in the numerator, the distance
formulas are heavily influenced by abundant species and may over-emphasize
dominance. The similarity of disparate communities with 1low species
abundances may be overstated, while the resemblance of generally similar
communities with a few disproportionately high species abundances may be
understated. To avoid indicating misleading resemblance, it may be necessary

to transform data (e.g. to squared or cubed roots) before computing taxonomic
distance.

The Product-Moment Correlation Coeffficient (12) is a popular resemblance
measure that ranges from -1 (completely dissimilar) to +1 (entirely similar).
Several undersirable characteristics of this measure have been cited (Sneath
and Sokal, 1973; Clifford and Stephenson, 1975; Boesch, 1977). Deceptive
resemblance values can result from outstandingly high species abundances or
the presence of many species absences, and non-identical communities can
register perfect correlation scores. Pinkham and Pearson (1976) demonstrated
how the Product-Moment Correlation Coefficient, like the Percent Community
Similarity Index, indicates maximum similarity for two communities having the
same relative species composition but different actual species abundances.
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Experimental Evaluation of Comparison Indices

Brock (1977) compared the Percent Community Similarity Index (7) and the
Pinkham and Pearson Similarity Index (8) for their ability to detect changes
in the zooplankton community of Lake Lyndon B. Johnson, Texas, due to a
thermal effluent. For this study, the Pinkham and Pearson index was
considered too sensitive to rare species and not sensitive enough to dominant
forms, whereas the Percent Similarity coefficient was more responsive to
variation in dominant species and relationships between dominant and
semi-dominant forms. Linking dominance to function, the author concluded that
the later index may better indicate structural-funcitonal similarity between
communities.

Perkins (1983) evalutaed the responsiveness of eight diversity indices and
five community comparison indices to increasing copper concentrations. The
indices were calculated for bioassays conducted using benthic
macroinvertebrates and artificial streams. The indices evaluated by Perkins
correspond to equations presented in Tables IV-2-2 and IV-2-9 except: Perkins
tested the Bray-Curtis dissimilarity index; Perkins' Biosim index is Pinkham
and Pearson's index, and the distance formula tested by Perkins (not included
in this report) is shown below.

2 1/2
D= |13 [Xia b
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The results of the study appear in Figure IV-2-6; the diversity index results
are presented for comparison.

The diversity indices did not clearly demonstrate the perturbation caused by
increasing copper concentrations. The Shannon and Brillouin formulas
increased initially, in spite of a decreasing number of species, because of
increasing evenness of species distribution. Other than the increasing
diversity indicated at the lower copper concentrations, these two indices
reflected perturbation effectively by decreasing rapidly with increasing
pollutant concentration. The McIntosh, Simpson, and Pielou (evenness) indices
(not shown for 28 days in Figure IV-2-6) resembled the trends demonstrated by
the Shannon and Brillouin formulas albeit less dramatically. Because the
results obtained for those three indices were less pronounced, they were more
difficult to interpret than the Shannon and Brillouin findings.

The community comparison indices were found to be good indicators of the
perturbation of macroinvertebrate communities caused by copper pollution.
Although the Bray-Curtis index was considered the most accurate after 14 days,
all of the comparison indices tested effectively reflected community response
after 28 days (see Figure IV-2-6). Note that by definition the Biosim,
Morisita, and Percent Community Similarity indices decrease as similarity
decreases, while the Distance and Bray-Curtis dissimilarity indices increase.
It has frequently been suggested that it may be desirable to apply several
indices in a pollution assessment study (Peters, 1968; Brock, 1977; Perkins,
1983).
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Figure IV-2-6. Evaluation of diversity indices and community comparison indices

using bioassay data: a,c=after 14 davs; b,d=after 28 davs (from
Perkins, 1983).
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Numerical Classification or Cluster Analysis

A common use of similarity indices is in numerical clasification of biological
communities. Numerical classification, or cluster analysis, is a technique
for grouping similar entities on the basis of the rsemblance of their
attributes. In instances where subjective classification of communities 1is
not clear-cut, cluster analysis allows incorporation of large amounts of
attribute data into an objective classification procedure. Kaesler and Cairns
(1972) outlined five steps involved in normal cluster analysis. First, a
community similarity index is chosen based on pre-determined criteria and
objectives. Second, a matrix of similarity coefficients is generated by
pairwise comparison of all possible combinations of stations. The third step
is the actual clustering based on the resemblance coefficients. A number of
clustering procedures are discussed in the literature (Williams, 1971; Sneath
and Sokal, 1973; Hartigan, 1975; Boesch, 1977). In the fourth step, the
clustered stations are graphically displayed in a dendogram. Because
multi-dimensional resemblance patterns are displayed in two dimensions and
because the similarity coefficients are averaged, a significant amount of
distortion can occur. For this reason, a distortion measure should be
evaluated and presented as the fifth step in the cluster analysis. The
Cophenetic Correlation Coefficient (Sokal and Rohlf, 1962) is a popular metric
of display accuracy. An additional step in any cluster analysis application
should be interpretation of the numerical classification results since the
technique is designed to simplify complex data and not to produce ecological
interpretation.

SUMMARY

The ability of a water resource to sustain a balanced biotic community is one
of the best indicators of its potential for beneficial use. This ability is
essential to the community's health. Although several papers have criticized
the use of diversity indices (Hurlbert,1971; Peet,1975; Godfrey,1978), Cairns
(1977) stated that "the diversity index is probably the best single means of
assessing biological integrity in freshwater streams and rivers". Cairns
concluded that no single method will adequately assess biological integrity,
but rather its quantification requires a mix of assessment methods suited for
a specific site and problem. The index of diversity is an integral part of
that mix. Community comparison indices are also useful in assessing the
biological health of aquatic systems. By measuring the simiarity (or
dissimilarity) between sampling stations, community comparison indices
indicate relative impairment of the aquatic resource.
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CHAPTER IV-3
RECOVERY INDEX

It is important to examine the ability of an ecosystem to recover from
displacement due to pollutional stress in order to evaluate the potential
uses of a water body. Cairns (1975) developed an index which gives an
indication of the ability of the system to recover after displacement., The
factors and rating system for each factor are:

(a) Existence of nearby epicenters (e.g., for rivers these might be
tributaries) for providing organisms to reinvade a damaged system.
Rating System : l=poor, 2=moderate, 3=good

(b) Transportability or mobility of disseminules (the disseminules might be
spores, eggs, larvae, flying adults which might lay eggs, or other stages
in the life history of an organism which permit it to move to a new area).

Rating System : l=poor, 2-moderate, 3=good

(c) Condition of the habitat following pollutional stress (including
physical habitat and chemical quality).
Rating system : l=poor, 2=moderate, 3=good

(d) Presence of residual toxicants following pollutional stress.
Rating System : 1=large amounts, 2=moderate amounts, 3=none

(e) Chemical-physical environmental quality after pollutional stress,
Rating System 1=in severe disequilibrium, 2=partially restored,
3=normal

(f) Management or organizational capabilities for control of damaged area.
Rating system : l=none, 2-some, 3=strong enforcement possible,.

Using the characteristics listed above, and their respective rating
systems, a recovery index can be developed. The equation for the recovery
index follows:

Recovery Index = a x b x ¢ xdxexf

400+ = chances of rapid recovery excellent
55-399 = chances of rapid recovery fair to good
less than 55 = chances of rapid recovery poor

This index and the rating system was developed by Cairns based on his

experience with the Clinch River. For a full description of the rationale
for the rating factor, the reader should refer to Cairns (1975).
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CHAPTER IV-4
INTOLERANT SPECIES ANALYSIS

NICHE CONCEPT

The ecological niche of a species is its position and role in the biological
community. Hutchinson (1957) described niche as a multidimensional space, or
hypervolume, that is delineated by the species' environmental requirements and
tolerances. Physical, chemical, and biological conditions and relationships
constitute the dimensions of the hypervolume, and the magnitude of each dimen-
sion is defined by the upper and lower limits of each environmental variable
within which a species can persist. If any one of the variables is outside of
this range the organism will die, regardless of other environmental conditions.

TOLERANCE

The “Law of Toleration" proposed by Shelford (1911) is illustrated in Figure
IV-4-1, For each species and environmental variable there is a range in the
variable intensity over which the organism functions at or near its optimum
level., Outside the maximum and minimum extremes of the optimum range there are
zones of physiological stress, and, beyond, there are zones of intolerance in
which the ‘unctions of the organism are inhibited. The upper and lower toler-
ance limits (also called incipient lethal levels) are intensity levels of the
environmental variable that will eventually cause the death of a stated frac-
tion of test organisms, usually 50 percent.

VARIABILITY OF TOLERANCE

The tolerance of an organism for a lethal condition is dependent on its gene-
tic constitution - both its species and its individual genetic makeup - and
its early and recent environmental history (Warren 1971). Acclimation has a
marked effect on the tolerance of environmental factors such as temperature,
dissolved oxygen, and some toxic substances (see Figure IV-4-2), Tolerance is
also a function of the developmental stage of the organism and it may change
with age throughout the life of the animal. Because of this variability, no
two organisms have exactly the same tolerance for a lethal condition and toler-
ance limits must be expressed in terms of an "average" organism,

INTERACTIONS INFLUENCING TOXICITY

An organism's tolerance for a particular lethal agent is dependent not only on
its own characteristics but also on the environmental conditions. The inter-
actions between lethal and nonlethal factors are well documented and are ad-
dressed elsewhere in this handbook (Chapters I!-5 and I[II-2). Briefly, these
nonlethal effects include:
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CHAPTER IV-4
INTOLERANT SPECIES ANALYSIS

NICHE CONCEPT

The ecological niche of a species is its position and role in the biological
community. Hutchinson (1957) described niche as a multidimensional space, or
hypervolume, that is delineated by the species' environmental requirements and
tolerances. Physical, chemical, and biological conditions and relationships
constitute the dimensions of the hypervolume, and the magnitude of each dimen-
sion is defined by the upper and lower limits of each environmental variable
within which a species can persist. If any one of the variables is outside of
this range the organism will die, regardless of other environmental conditions.

TOLERANCE

The "“Law of Toleration" proposed by Shelford (1911) is illustrated in Figure
IV-4-1, For each species and environmental variable there is a range in the
variable intensity over which the organism functions at or near its optimum
level. Outside the maximum and minimum extremes of the optimum range there are
zones of physiological stress, and, beyond, there are zones of intolerance in
which the Ffunctions of the organism are inhibited. The upper and lower toler-
ance limits (also called incipient lethal levels) are intensity levels of the
environmental variable that will eventually cause the death of a stated frac-
tion of test organisms, usually 50 percent.

VARIABILITY OF TOLERANCE

The tolerance of an organism for a lethal condition is dependent on its gene-
tic constitution - both its species and its individual genetic makeup - and
its early and recent environmental history (Warren 1971). Acclimation has a
marked effect on the tolerance of environmental factors such as temperature,
dissolved oxygen, and some toxic substances (see Figure IV-4-2), Tolerance is
also a function of the developmental stage of the organism and it may change
with age throughout the life of the animal. Because of this variability, no
two organisms have exactly the same tolerance for a lethal condition and toler-
ance limits must be expressed in terms of an "average" organism.

INTERACTIONS INFLUENCING TOXICITY

An organism's tolerance for a particular lethal agent is dependent not only on
its own characteristics but also on the environmental conditions. The inter-
actions between lethal and nonlethal factors are well documented and are ad-
dressed elsewhere in this handbook (Chapters II-5 and III-2). Briefly, these
nonlethal effects include:
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Hardness. Increasing hardness decreases the effect of toxic metals on agua-
tic organisms by forming less-toxic complexes.

PpH. The dissociation of weak acids and bases is controlled by pH and either
the molecular or ionic form may be more toxic.

Alkalinity and Acidity. These modify pH by constituting the buffering capa-
city of the system.

Temperature. Increasing temperature enhances the effect of toxicants by in-
creasing the rates of metabolic processes.

Dissolved Oxygen. Decreasing dissolved oxygen concentration augments the
exposure and absorption of toxicants by increasing the necessary irriga-
tion rate of respiratory organs.

When two or more lethal agents are present, several types of interactions are
possible: synergistic, additive, antagonistic, or no interaction.

INTOLERANT SPECIES ANALYSIS

The tolerance ranges for environmental variables differ widely between spe-
cies. Thus, the range of conditions under which an organism can survive (its
niche) is broader for some species than it is for others. Fish species with
narrow tolerance ranges are relatively sensitive to degradation of water qual-
ity and other habitat modifications, and their populations decline or disap-
pear under those circumstances before more tolerant organisms are affected. In
general, intolerant species can be identified and used in evaluating environ-
mental quality. The presence of typically intolerant species in a fish sam-
pling survey indicates that the site has relatively high quality; while the
absence of intolerant species that, it is judged, would be there if the envi-
ronment was unaltered indicates that the habitat is degraded.

LISTS OF INTOLERANT FISH SPECIES

While the tolerance limits of a fish species for a particular environmental
factor can be defined relatively precisely by toxicity bioassays, its degree
of tolerance may vary considerably over the range of physical, chemical, and
biological variables that may be encountered in the environment. The variables
that are the object of intolerant species analysis are intentionally left
vague in order to accommodate the variety of situations precipitated by man's
activities. A species may be intolerant of alterations in water quality or in
habitat structure, such as those listed below.

Water Quality Changes Habitat Alterations

increased turbidity substrate disruption

increased siltation cover removal

increased water temperature changes in velocity and discharge
increased dissolved solids removal of instream and streamside
organic enrichment vegetation

lowered dissolved oxygen water level fluctuation

impoundment and channelization
blockage or hinderance of migration
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Many species can be identified that are relatively intolerant of anthropogenic
alterations of the aquatic environment compared to other fish. Appendix C con-
tains a list of fish species, nationally, which are relatively intolerant to
one or more of the environmental changes shown above. The information in Appen-
dix C is based on literature sources (Wallen 1951; Trautman 1957; Carlander
1969, 1977; Scott and Crossman 1973; Pflieger 1975; Moyle 1976; Timbol and
Maciolek 1978; Smith 1979; Muncy et al. 1979; Lee et al. 1980; Morrow 1980;
Johnson and Finley 1980; U.S. EPA 1980; Karr 1981; Haines 1981; and Ball 1982)
and on the professional judgment of State and University biologists.

The darters and sculpins are listed only by genus in Appendix C. Identifica-
tion of those taxa to species would have been inconvenient (together, Ammo-
crypta, Etheostoma, Percina, and Cottus contain 150 species in the United
States) and Targely unnecessary because, with a few possible exceptions, all
of the species of darters and sculpins can be considered intolerant. Karr
(1981) recognized the johnny darter (Etneostoma nigrum) as the most tolerant
darter species in Il1linois and Ball (19872)] did not categorize the johnny
darter as an intolerant forage fish. Other darter species that appear to be
relatively more tolerant of turbidity, silt, and detritus than others in their
genus are listed below:

mud darter Etheostoma asprigene
bluntnose darter E: chlorosomum
slough darter . gracile

cypress darter E. proeliare
orangethroat darter E. spectabile

swamp darter E. fusiforme

river darter Percina shumardi

The list in Appendix C is intended to be used by knowledgeable biologists as a
rough guide to the relatively intolerant fish species in their state. Site-
specific editing is left to persons familiar with the local fish fauna and en-
vironmental conditions. Local editing of the provided data should produce a
workable list for intolerant species analyses of the streams in that area.
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CHAPTER IV-5
OMNIVORE -CARNIVORE (TROPHIC STRUCTURE } ANALYSIS

INTRODUCT ION

Water pollution problems nearly always involve changes in the pathways by
which aquatic populations obtain energy and materials (Warren 1971). These
changes lead to differential success of constituent populations which affects
the composition of the aquatic community. Anthropogenic introduction of or-
ganic substances or mineral nutrients directly increases the energy and ma-
terial resources of the system, but other pollution problems - such as pH or
temperature changes, toxic materials, low dissolved oxygen, turbidity, siita-
tion, et cetera - also lead to changes in trophic pathways. Thus, the health
of a system can be evaluated through a study of its trophic structure. The
following material concentrates on stream and river systems. Lakes will have
different structural aspects.

TROPHIC STRUCTURE

The ecosystem has been described as the entire complex of interacting physi-
cochemical and biological activities operating in a relatively self-supporting
community (Reid and Wood 1976). The biological operations of an ecosystem can
be viewed as a series of compartments which are described by three general cat-
egories: producers, consumers, and decomposers. The producers include all auto-
trophic plants and bacteria (both photosynthetic and chemosynthetic) which, by
definition, are capable of synthesizing organic matter from inorganic sub-
strates. The consumers are heterotrophic organisms that feed on other organ-
isms, and are typically divided into herbivores and carnivores. Herbivores
(primary consumers) feed principally on living plants while carnivores (sec-
ondary, tertiary, and quarternary consumers) feed principally on animals that
they kill, Another type of consumer, the omnivore, feeds nearly equally on
plants and animals, and occupies two or more trophic levels. The decomposers
include all organisms that release enzymes which break down dead organisms.

Food chains are sometimes used to simply represent feeding relationships be-
tween trophic levels (e.g., plant > herbivore > carnivore). Ecosystems common-
ly contain three to five links in their fpod chains, Diagramming all of the
pathways of energy and material transfer in a community entails many inter-
connecting food chains, forming a compiex food web.

The concept of trophic structure, first formally discussed by Lindeman (1942),
is a method of dealing with the pathways of energy and material transfer which
focuses on functional compartments without considering the specific feeding
relationships. The pathways between functional compartments are illustrated in
Figure IV-5-1., Trophic structure is commonly represented by trophic or ecolog-
ical pyramids. An ecological pyramid is a diagramatic representation of the r-
elationships between trophic levels arranged with the producers making up the
base and the terminal or top carnivore at the apex. An ecological pyramid may
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represent the number of individuals that compose each trophic level, or, of
more ecological significance, the biomass or productivity of each level (Fig-
ure IV-5-2), Because energy transfer between trophic levels is less than 100 p-
ercent efficient the pyramid of productivity must always be regular in shape,
while pyramids of numbers and biomass may be partially inverted in some in-
stances (Richardson 1977).

TROPHIC STRUCTURE OF FISH COMMUNITIES

Fish communities generally include a range of species that represent a variety
of trophic levels. The trophic classification system shown below was used in
the assessment of fish fauna of the Il1linois and Maumee River basins (Karr and
Dudley 1978, Karr et al. 1983),

(1) Invertivore - food predominantly (>75%) invertebrates.

(2) Invertivore/Piscivore - food a mixture of invertebrates and fish; rela-
tive proportions often a function of age.

(3) Planktivore - food dominated by microorganisms extracted from the water

column,
(4) Omnivore - two or more major (>25% each) food types consumed.
(5) Herbivore - feed mostly by scraping algae and diatoms from rocks, and

other stream substrates.
(6) Piscivore - feed on other fish.

Schlosser (1981, 1982a, 1982b) used the trophic structure of fish communities
to investigate differences in I1linois stream ecosystems. His categorization
scheme appears in Table 1,

In addition to representing a range of trophic levels, fish utilize foods of
both aquatic and terrestrial origin, and occupy a position at the top of the
aquatic food web in relation to plants and invertebrates. These facts enhance
the ability of fish communities to provide an integrative view of the water-
shed environment (Karr 1981).

B IOLOGICAL HEALTH

Degradation of water quality and habitat affects the availability of many food
resources, resulting in changes in the structure and functions, and, thus, the
health of the aquatic community. Structural characteristics inciude the num-
bers and kinds of species and the number of individuals per species. These
parameters can be evaluated relatively quickly via compilation of species
lists, calculation of diversity indices, and identification of indicator spe-
cies. The importance of evaluating the impact of pollution on community func-
tions - such as production, respiration, energy flow, degradation, nutrient
cycling, and other rate processes - is becoming increasingly evident, and,
ideally, any study of community health should include both structural and
functional assessment. However, use of functional methods has been hindered
because they are often expensive, time-consuming, and not well understood.

1y-5-3



TABLE 1V-5-1. TROPHIC GUILDS USED BY SCHLOSSER (1981, 1982A, 1982B)
TO CATEGORIZE FISH SPECIES

Herbivore - detritivores (HD)

Omnivores (OMN)

Generalized Insectivores (GI)

Surface and Water Column
Insectivores (SWI)

Benthic insectivores (BI)

Insectivore - Piscivores (IP)

HD species fed almost entirely on dia-
toms or detritus.

OMN species consumed plant and animal
material. They differed from Gl species
in that, subjectively, greater than 25
percent of their diet was composed of
plant or detritus material.

GI species fed on a range of animal and
plant material including terrestrial
and aquatic insects, algae, and small
fish. Subjectively, less than 25 per-
cent of their diet was plant material.

SWI species fed on water column drift
or terrestrial insects at the water
surface.

BI species fed predominantly on imma-
ture forms of benthic insects.

IP species fed on aquatic invertebrates
and small fish. Their diets ranged from
predominantly fish to predominantly in-
vertebrates.
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Examining the trophic structure of a community can provide insight into its
production and consumption dynamics. A trophic-structure approach to the study
of the functional processes of stream ecosystems has been proposed by Cummins
and his colleagues (Cummins 1974, 1975; Vannote et al. 1980). Their concept
assumes that a continuous gradient of physical conditions in a stream, from
its headwaters to its mouth, will illicit a series of consistent and predict-
able responses within the constituent populations. The River Continuum Concept
identifies structural and functional attributes that will occur at different
reaches of natural (unperturbed) stream ecosystems. These attributes {sum-
marized in Table IV-5-2) can serve as a reference for comparison to measured
stream data. Measured data which are commensurate with those predicted by the
river continuum model indicate that the studied system is unperturbed, while
disagreement between actual and expected data indicates that modification of
the ecosystem has occurred (Karr and Dudley 1978).

EVALUATION OF BIOLOGICAL HEALTH USING FISH TROPHIC STRUCTURE

Karr (1981) developed a system for assessing biotic integrity using fish com-
munities, which is discussed in Chapter 1V-2: Diversity Indices. Three em-
pirical trophic metrics are incorporated into Karr's index of biotic integrity
(IBI). They are:

(1) the proportion of individuals that are omnivores,

(2) the proportion of insectivorous individuals of the Cyprinidae family,
and

(3) the presence of top carnivore populations.

Karr (1981) observed that the proportion of omnivores in a community increases
as the quality of the aquatic environment declines. Nearly all major consumer
species are omnivorous to a degree (Darnell 1961), so populations are con-
sidered to be truly omnivorous only if they feed on plants and animals in
nearly equal amounts or indiscriminately (Kendeigh 1974). Recall that Karr and
Schlosser used 25 percent of plant material ingested as the level for distin-
guishing between omnivores and other trophic guilds. Presumably, changes in
the food base due to pollutional stress allow the euryphagic omnivores to be-
come dominant because their opportunistic foraging ecology makes them more suc-
cessful than more specific feeders. Omnivores are often virtually absent from
unmodified streams. Even in moderately - altered streams omnivorous species
usually constitute a minor portion of the community. For this reason, the bi-
ologist responsible for assessment must be familiar with the local fish fauna
and aquatic habitats in order to be able to interpret subtle disproportions in
trophic structure. In general, Karr (1981) has found samples with fewer than
20 percent of individuals as omnivores to be representative of good environ-
mental quality, while those with greater than 45 percent omnivores represent
badly degraded sites.

Karr (1981) reported that a strong inverse correlation exists between the abun-
dance of insectivorous cyprinids and omnivores. Thus, communities containing a
large proportion of insectivorous members of the minnow family (>45%) tends to
indicate relatively high environmental quality.
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TABLE 1V-5-2. GENERAL CHARACTERISTICS OF RUNNING WATER ECOSYSTEMS ACCORDING TO SIZE OF STREAM.
(From Karr and Dudley 1978, modified from Cummins 1975)
Primary Production Light and Trophic status of dominant
Stream energy (trophic) temperature
size source state regimes “TRSeCts Fish
*Small Coarse particulate Heterotrophic Heavily Shredders Invertivores
headwater organic matter shaded
streams (CPOM) from the P/R <1 Collectars
(stream terrestrial Stable
order enviromment temperatures
1-3)
Little primary
production
*Medium Fine particulate Autotrophic Little Collectors Invertivores
sized organic matter shading
streams (FPOM), mostly P/R >1 Scrapers Piscivores
(4-6) High dafly (grazers)
Considerable temperature
primary variation
production
*Large FPOM from Heterotrophic  Little shading
rivers upstream Planktonic Planktivores
(7-12) P/R <1 Stable collectors
temperatures

¥ Streams are typically subdivided into these three size classes based on the stream
of Kuehne (1962).
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Faucsh et al. (unpublished manuscript) investigated the regional applicability
of the IBI. Results from the two least disturbed watersheds in the study --
the Embaras River, I11inois and the Red River, Kentucky -- confirmed the fixed
scoring criteria proposed by Karr (1981) for omnivores and insectivorous cypri-
nids. At most of the undisturbed sites in each stream, omnivores constituted
20 percent or less of all individuals and at least 45 percent of individuals
were insectivorous cyprinids.

The presence of viable, vigorous populations of top carnivores is another in-
dicator of a relatively healthy, trophically diverse community used in Karr's
index. As described earlier, top carnivores constitute the peak of the eco-
logical pyramid, and, therefore, occupy the highest trophic level in that par-
ticular community. Degradation of environmental quality causes top carnivore
populations to decline and disappear. Theoretically, since top carnivore pop-
ulations are supported (directly or indirectly) by all of the other (lower)
trophic levels, they serve as a natural monitor of the overall health of the
community. Because of their position atop the food chain, terminal carnivores
are most vulnerable to detrimental effects of biomagnified toxicants. Also,
predation by top carnivores keeps the populations of forage and rough fish in
check, thereby functioning to maintain biotic integrity. As always, it is as-
sumed that the project biologist will use considerable personal knowledge of
local ichthyology and ecology in adjusting expectations of top carnivore spe-
cies to stream size. The top carnivore populations must be evaluated in rela-
tion to what would be there if the habitat were not modified. Defining the
baseline is a major problem in any study of pollutional stress. In determining
the baseline community, the biologist may rely on the faunas of similar, unal-
tered habitats in the area, literature information, and personal experience --
remembering the concepts of the river continuum model.

The results of research conducted throughout the midwest tend to support the
theoretical basis of the omnivore and top carnivore metric approaches to as-
sessing biotic integrity (Larimore and Smith 1963, Cross and Collins 1975,
Menzel and Fierstine 1976, Karr and Dudley 1978, Schlosser 1982a, Karr et al.
1983). Fausch et al. (unpublished manuscript) evaluated five watersheds in
[111nois, Michigan, Kentucky, Nebraska, and North and South Dakota using the
IBI, and found that scores accurately reflected watershed and stream condi-
tions.

However, experts in the field recognize that the omnivore - top carnivore anal-
ysis may not be applicable in every situation on a nationwide basis. Reser-
vations over use of this approach seem to be based on three variables.

(1) Type of pollutional stress - e.g., the trophic metrics proposed by Karr
(1981) were largely derived from agricultural watersheds in which sedi-
mentation and nutrient enrichment are the predominant forms of anthro-
pogenic stress; other pollution problems such as toxic waste discharge
could conceivably have a different impact on fish trophic structure.
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(2) Type of aquatic habitat - e.g., headwater streams, large rivers, and
flowing swamps represent very different environments which are charac-
terized by a variety of trophic pathways and food sources.

(3) Type of ambient fish fauna - e.g., no or very tolerant top carnivores
might be present naturally, or no or very intolerant omnivores.

LIST OF OMNIVOKES AND TOP CARNIVORES

Examples of resident omnivore and top carnivore fish species are listed nation-
ally in Appendices B-1 and B-2, respectively. These tables were compiled based
on information found in the literature (Morita, 1963; Carlander, 1969, 1977;
Pflieger, 1975; Moyle, 1976; Timbol and Maciolek, 1978; Smith, 1979; Morrow,
1980; Lee et al.,1980; Karr et al., 1983). The purpose of the lists is to
provide a framework for assessing omnivore and top carnivore populations,
However, because of the gecgraphic variability in feeding habits, the gaps in
available foraging data, and the dynamic nature of range boundaries, some
members of the list may not occupy the specified trophic compartment in a
particular area, while other species that belong on the list may have been
overlooked. The list is intended to be used by knowledgeable biologists who
are capable of adding and deleting species where necessary to produce a list
which is appropriate for the particular area of study.
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CHAPTER V-6
REFERENCE SITES

Introduction

The goal of this section is to suggest an objective, ecological
approach that should aid States in determining the ecological potential of
priority aquatic ecosystems, evaluating and refining standards,
prioritizing ecosystems for improvements, and comprehensively evaluating
the ecological quality of aquatic ecosystems. The objectives of this
section are to demonstrate the need for regional reference sites and to
demonstrate how they can be determined. To do this the need for some type
of control or reference sites will be discussed and alternate types will be
outlined, the concept of ecological regions and methods for determining
them will be described, aspects that should be considered when selecting
reference sites will be listed, and the limitations of the regionalization
method will be discussed.

Although correlation between a disturbance and the resulting
functional or structural disorder can stimulate considerable insight, the
disorder that results from disturbing a water body can be demonstrated
scientifically only by comparing it with control or reference sites. To
scientifically test for functional or structural disorder, data must be
collected when the disturbances are present and when the disturbances are
absent but everything else is the same. Disorders that are unique to the
disturbed areas must be related to the disturbances but separated from
natural variability. This requires carefully selected reference sites, but
it is difficult or impossible to find pristine control or reference sites
in most of the conterminous United States. Also, it is unlikely that
pristine reference sites would be appropriate for most disturbed sites
because they would differ in ways besides the distrubance, as will be
discussed later.

The most commonly used reference sites are upstream and downstream of
the recovery zone of a point source. However, these sites provide little
value where diffuse pollution is a problem, where channel modifications are
extensive, where point sources occur all along the stream, where the
stream’'s morphology or flow changes considerably among sites, or where
various combinations of these disturbances occur. Hughes et al. (1983)
suggest a different approach, which reduces the problems of upstream-
downstream reference sites. Their approach is based on first determining
large, relatively-homogeneous, ecological regions (areas with similar
land-surface form, climate, vegetation, etc.) followed by selection of a
series of reference sites within each region. These sites could possibly
serve as references for a number of polluted sites on a number of streams
thereby economizing on and simplifying concurrent or future studies. A
modification of Hughes et al.'s approach has been tested on two polluted
streams in Montana (Hughes MS) and the approach is being rigorously tested
on 110 sites in Ohio (Omernik and Hughes 1983).
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The logical basis for Omernik and Hughes' approach was developed from
ailey (1976), Green (1979), Hall et al. (1978), and arren (1979). Their
logic fits well with the proposed water quality standards regulation
(Federal Register 1982) that suggests grouping of streams wherever
possible. Bailey stressed that heterogeneous lands, such as those managed
by the U.S. Forest Service, must be hierarchically classified by their
capabilities. He added that «classification should be objective,
synthesized from present mapped knowledge, and based on the spatial
relationships of several environmental characteristics rather than on one
characteristic or on the similarity of the characteristics alone.

One of Green's ten principles for optimizing environmental assessments
is that wherever there are broad environmental patterns, the area should be
broken into relatively homogeneous subareas. Clearly, this principle
applies to most States. Hall et al. found that studies that incorporate
several variously-impacted sites were more useful than separate intensive
studies of one or two sites and more practical than long-term pre- and
post- impact studies.

Warren proposed that a watershed/stream classification should
integrate climate, topography, substrate, biota, and culture at all levels,
as opposed to considering them separately. He also stated that the
integration and classification should be hierarchical and be determined
from the potentials of the lands and waters of interest, rather than from
their present conditions. Streams within Warren's proposed classification
would have increasingly similar ecological potentials as one moved down
through the hierarchy to ever smaller watersheds or ecological regions.

The Concept of £cological Regions

The ecological potential of a reference or disturbed site is
considered to be the range of ecolegical conditions present in a number of
typical, but relatively-undisturbed sites within an ecological region.

uch relatively-undisturbed sites, can be found even in the channelized
streams of the Midwest Corn Belt (Marsh and Luey 1982). One should not
suppose that such sites represent pristine or undisturbed controls, only
that they are the best that exist given the prevalent land use patterns in
an ecological region. Because of the major economic and political strains
required, we do not believe that resource managers or even knowledgeable
and concerned citizens will change those general land use patterns much.
But such persons will need to know the best conditions they can expect in a
water body in order to decide whether the economic and noneconomic benefits
of a particular water body standard are worth their economic and
noneconomic costs. To make such determinations rationally, the reference
sites must also be typical of a region. That is, their watersheds must
wholly reflect the predominant climate, land-surface form, soil, potential
natural vegetation, land use, and other environmental characteristics
defining that region, and the site itself must contain no anomalous
feature. For example, a cobble-bottomed stream in an entirely forested,
highly dissected watershed would not be typical of the sand and
gravel-bottomed streams in the agricultural prairies of the Midwest, nor
could it be a useful predictor of such an agricultural stream's ecological
potential, even though such a watershed and stream might be found in such a
region.
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Although all aquatic ecosystems differ to some degree, the basis of
ecological regions is that there also is considerable similarity among
aquatic ecosystem characteristics and that these similarities occur in
definable geographic patterns. Also, the variabilities in the present and
potential conditions of the chemical and physical environment and the biota
are believed to be less within an area than among different areas. For
example, streams in the Appalachian Mountains, are more similar to each
other than to those in the Corn Belt or those on the Atlantic Coastal
Plain. It is assumed that streams acquire their similarities from
similarities in their watersheds and that streams draining watersheds with
similar characteristics will be more similar to each other than to those
draining watersheds with dissimilar characteristics. Thus, an ecological
region is defined as a large area where the homogeneity in climate,
land-surface form, soil, vegetation, land use, and other environmental
characteristics is sufficient to produce relative homogeneity in Sstream
ecosystems.

The concept of an ecological region is an out-growth of the work of
vegetation ecologists, climatologists, physiographers, and soil
taxonomists, all of whom have sought to display national patterns by
mapping classes of individual environmental characteristics (USDI -
Geological Survey 1970). James (1952) discusses the value of integrating
or regionalizing such environmental characteristics and Warren (1979)
provides an excellent rationale for classifying ecological regions, but
Bailey's ecoregion map (1976) comes the closest to actually doing so.
However, Bailey's map incorporates a hierarchical approach, concentrating
on an individual environmental characteristic at each level, and does not
yet incorporate land-surface form or land use. Hughes and Omernik (1981b)
agree with Warren that it is most useful to integrate these features at
every level in the hierarchy of ecological regions. Such an approach
facilitates the mapping of ecological regions at a national, state, or
county level with increasing resolution (but decreasing generality) at each
lTower level.

Ecological regions should improve States' abilities to manage aquatic
ecosystems in at least four ways (Hughes and Omernik 1981b): (1) They
should provide ecologically-meaningful management units. Such units allow
objective and logical synthesis of existing data from ecologically-similar
aquatic ecosystems and, using that synthesis, extrapolation to other
unstudied ecosystems in the same ecological region. (2) They should
provide an objective, ecological basis to refine use classifications and to
evaluate the attainment of uses for aquatic ecosystems. This is because
they provide an ecological basis for determining typical and potential
states of aquatic ecosystems located in similar watersheds. (3) They
should provide an objective ecological basis to prioritize aquatic
ecosystems for improvements or for attainability analyses. Given knowledge
of the typical and potential conditions of aquatic ecosystems in the
separate ecological regions of a State, that State can rationally determine
what to expect from improvements and thereby know where it will get the
greatest ecological returns for its investments. (4) They should simplify
setting site-specific criteria on site-specific biota, as allowed by the
prcpused water quality requlation. Rather than set separate criteria for a
large number of sites at enormous expense, a State could use criteria
obtained from a series of sites that typify potential conditions in each
ecological region of that state or neighboring states.
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The process of selecting reference sites can be broken into two major
phases with most of the work done in an office. First, the ecological
regions, and most-typical area(s) of interest are determined. Second,
various sizes of candidate watersheds and reaches are evaluated for
typicalness and level of disturbance in order to select reference sites.

Netermining Ecological Regions

There are several methods for determining ecological regions.
Trautman (1981) suggested that one factor, physiography, could be used to
determine patterns of stream types and fish assemblages in Dhio. Llotspeich
and Platts (1982) believed regions should be determined from two factors,
climate and geology. Bailey (1976) used three factors, climate, soil, and
potential natural vegetation, in his ecoregion map of the United States but
suggested adding land-surface form and lithology if smaller ecoregions are
mapped. Warren (1979) proposed that five factors, climate, topography,
substrate, biota and culture, should all be incorporated in watershed
classification. Hughes and Omernik (1981b), Omernik et al. (1982), and
Omernik and Hughes (1983) overlaid maps of land-surface form, soil
suborders, land use, and potential natural vegetation in studies of the
Corn Belt and 0Ohio, but suggest using precipitation, temperature, and
lithology if major differences in these factors are suspected, Lotspeich
and Platts, Railey, and Warren all emphasized the use of hierarchical
ecoregions, moving from broad national regions thousands of square
kilometers in size to small watersheds a few square kilometers in area. A
much different approach to determining ecological regions is the stream
habitat classification of Pflieger et al. (1981). They wused cluster
analysis of fish collections from throughout Missouri to group localities
having similar fish faunas. Where States have computerized fish collection
data from a thousand or more sites, cluster analysis is a useful approach,
however only a handful of States have such data.

Recause of the diversity of methods for determining ecological
regions, the limited testing of their applicability to aquatic ecosystems,
and the limited number of large computerized data files, States are
encouraged to select a method that allows the greatest potential for later
modification, The method of Hughes and Omernik requires no prior
collection data and appears to allow more modification than the others.
The greater number of characteristics used to determine regions increases
the opportunity that those regions will have a variety of uses by several
agencies and greater value in predicting impacts of managment actions,
Therefore, their method is outlined by the following steps:

1. Select the area and aquatic characteristics of interest. In many cases
the area of interest will be a State, hut wherever major environmental
characteristics or watersheds do not coincide with state borders, States
may find it useful and economical to work cooperatively and incorporate
portions of neighboring States. Aquatic characteristics of interest may
include fish and macro-invertebrate assemblages and various aspects of
the chemical and physical environment affecting those assemblages.
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aquatic characteristics of interest. Environmental characteristics to
consider are climate (especially mean annual precipitation and summer
and winter temperature extremes), land-surface form (types of plains,
hills, or mountains), surficial geology (types of soil parent material),

sof1s (whether wet or dry, hot or cold, shallow or deep, or low or h1gh
in nutrients), potential natural vegetation (grassland, shrubland, or

forestland, and dominant species), major river basins (especially
important in unglaciated areas for limiting fish and mollusk
distribution), and land use (especially cropland, grazing land, forest,
or various mixes of these). National maps of most of these
characteristics are available in USDI-Geological Survey (1970), but,
often, larger-scale State maps can be obtained from State agencies or

university departments.

Examine maps of the selected environmental characteristics for classes
of characteristics that occur in regional patterns. When original maps
differ in scale or when finer resolution is required, a mechanical
enlarger/reducer, photocopy machine, photo-enlarger, or slide projector
can be used to produce maps of the desired scale. Select those classes
of characteristics that best represent tentative ecological regions.
For example, is the predominant class of land-surface form flat plains
or high hills; is the predominant potential natural vegetation oak
forest or ash forest? List the predominant class of all the
characteristics considered for each tentative ecological region.

Overlay the selected environmental characteristics mapped at the same
scale and outline the most-typical areas in each tentative ecological
region. The maps are examined in combination on a light table and lines
are drawn on a sheet of clear plastic or transparent paper (e.g.
albanene). Most -typical areas are those areas in each tentative
ecological region where all the predominant ciasses of environmental
characteristics in that region are present. These can be considered as
most-typical areas because they contain ail the ciasses of
characteristics that will be used to determine that ecological region.
For exampie, if the predominant ciasses of land use, potential natural
vegetation, and land-surface form in an ecological region are cropland,
grassiand, and plains, respectively, oniy tne portion of that region
where cropland, grass]and, and plains a]l occur together would be

most-typical. This over la_y approach and some of the environmenta)
characteristics are similar to those used by McHarg (l 969 ) in his
avaminatinn Af tha une anf vardnAne Yand iieac in tha nt Aamarc Rivar
CAQINNiIav i vii Vi vivte ' uco Vi Yayn i vuo auu UuacTo (A} I VLuvHiau NEvel
Basin.

Determine which environmental characteristics best distinguish between

realons, Where the major characteristics abruptly differ at the same
place (e.g. hilly forestlands vs. prairie crop]ands) this is easily
done, but where there are gradual transitions (e.q. from flat to smooth

----- L A = --:.

and 1rregu1ar plains with decreasing amounts of croplands and increasing
fnrpcﬂandc\ it is more difficult and the boundries are less precise.
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At one boundary the distinguising characteristic may be land-surface
form and surficial geology, at another it may be land use or a river
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basin divide. Thus, this boundary determination is a subjective - not a
mechanical or McHargian - process and it requires considerable judgment
and knowledge of the key environmental characteristics along the
tentative boundary. See Figure 1IV-7-1 for an example of a final
product. Fianlly, the regional lines are transferred to a base map of
the area of interest. On a State level, most of this work should be
done using map scales of 1:500,000 to 1:7,500,000. The base map should
then be circulated among knowledgeable professionals to evaluate the
significance of the ecological regions as drawn.

For cases where top-priority aquatic ecosystems are anomalies, or where
the State is interested in only a few sites, it may be more appropriate to
use a slightly different approach based only an the watershed
characteristics of the sites in question. For such cases, rather than
analyze the entire State, researchers can determine the climate,
land-surface form, soils, potential natural vegetation, land use, river
basin, etc. of the watershed upstream of the site of interest. The same
classes of characteristics elsewhere in the State or neighboring States can
then be determined from maps. The rest of the regionalization process is
the same as described above. The major difference in this approach is
that, because of the spatially-narrower objective, fewer ecological regions
will be determined, consequently, the product would have only local
application,

Netermining Candidate References Reaches

The most-typical areas are considered the most-logical places to
locate reference reaches for several reasons: (1) Such areas should
contain a narrower range of land use or disturbance potentials compared to
the entire region or other regions. Hence, there should be a narrower
range of aquatic ecosystem conditions in these most-typical areas compared
to the entire region or other regions. (2) Such areas are more likely to
be free of major anomalies that might produce undisturbed sites that are
also atypical, such as an entirely forested, mountainous watershed in a
region typified by shrublands and plains. (3) Such areas can potentially
represent the greatest number of streams in the ecological region because
they drain watersheds having all the predominant classes of environmental
characteristics that were used to identify the region. (4) Such areas best
represent the prevailing land use of the ecological region and the best
background conditions likely. For example, there is little likelihood of
transforming an area dominated by rangeland into forestland, therefore, the
predominant land use in the watershed of a reference reach in such an area
should be grazing.

For the above reasons, if watersheds of reference or benchmark reaches
are to have the broadest possible applicability, they should fall entirely
within the most-typical areas of ecological regions. Thus, the size of the
most-typical area will determine the maximum size of such watersheds. The
smallest watersheds should include the smallest intermittent or permanent
streams and ponds that support spawning or rearing or valued populations.
Valued populations may 1include sport, commercial, rare, threatened,
endangered, forage, or intolerant species of any phylum,
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Refining the Number of Candidate Reference Reaches

Regardiess of how candidates for reference watersheds are determined

there are several important aspects to consider when selecting reference
reaches:

1.

Human DNisturbances. (Obviously. watersheds that contain dense human
populations, concentrations of mines or industry, several or important
point sources, or major and atypical problems with diffuse pollution
(e.g. acidification, soil erosion, overgrazing, mine wastes, landslides)
should be eliminated from consideration as reference watersheds.
Intentional stocking of sport fishes and incidental releases of aquarium
and bait organisms have extended the ranges of many aquatic species, If
these introductions are only local, knowledge of such populations should
he considered when selecting least-disturbed watersheds because
introduced stocks of species are one of the most detrimental changes
that humans initiate in aquatic ecosystems. Where human disturbances
are mapped this step should be done for the entire State.

Size: Because of the gradual change in many stream characteristics from
headwaters to rivers ({Vannote et al. 1980), plus application of
MacArthur and Wilson's (1967) theory of island biogeography to lakes
(Barbour and Brown 1974), it is important to consider the size of the
reference reaches when they are to be compared with a priority water
body. Although stream order (Strahler 1957) has often been used by
biologists to approximate stream size, Hughes and Omernik (1981a, 1983)
give several reasons why watershed area and mean annual discharge are
preferable measures. Limnologists typically use surface area and volume
to estimate lake size. Although regional differences make any
generalizations difficult, the stream order of priority and reference
reaches should not differ by more than one order in most cases and the
watershed areas usually should differ by less than one order of
magnitude,

Surface water hydrology. While determining size, the researcher should
also briefly examine the types of the watersheds, streams, or lakes for
anomalies. Large scale topographic maps will usually reveal whether the
streams are effluent or influent, i.e., whether the net movement of
water if from the streams to the ground water or the reverse. The same
maps reveal drainage lakes, lake type (kettle, solution, oxbow. etc.),
amount of ditching or canalization, and drainage pattern (dendritic,
trellis, aimless, etc.).

Refugia. Parks, monuments, wildlife refuges, natural areas, preserves,
state and federal forests, and woodlots are often indicated on large
scale topographic maps and locations of others can be obtained from
state agencies charged with their administration. Such refugia are
often excellent places to Jlocate reference sites and reference
watersheds.
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5. Groundwater hydrology. Reports from the State water resource agency and
the State office of the U.S. Geological Survey reveal whether lakes are
influent or effluent. The direction of water movement in lakes is
extremely important in determining their nutrient balance, causes of
eutrophication, and possible results of lake restoration efforts. For
example, in shallow effluent lakes with small watersheds the major
source of nutrients is the atmosphere and hence uncontrollable.

6. Runoff per unit area. \This is extremely important in estimating stream
size. The summarized. runoff data are published in U.S. Geological
Survey reports for each State. These data can be used to estimate
isolines of runoff per unit area or existing runoff maps produced by
State water resource agencies can be used. For a national example, see
USDI - Geological Survey (1970).

7. Water chemistry. These data can be used to estimate background or
typical conditions. Most are not summarized, but they can be located
using NAWDEX and are available from computerized data bases such as
WATSTORE and STORET and from State water reports of the U.S. Geological
Survey and State water resource agencies.

8. Geoclimatic history. The historical geomorphology and climate determine
the basin divides and historical connections among water bodies and
basins. The absence of such connections and the locations of basin
divides and major gradient changes determine centers of origin or
endemism, Regionally, continental glaciation, ocean subsidence, and
pluvial flooding, and locally, stream capture, canals, and headwater
flooding all provided passages across apparent barriers that allowed
range extension, and, in large part, determine the present ranges of
primary freshwater fish and mollusks. This information is usually
available from university geology departments and often from the state
geologist.

9, Known zoogeographic patterns. These are best revealed by maps in books
and articles on the biota of the state, e.g. Smith (1983), Trautman
(1981), or Pflieger (1975). Such patterns may also be predicted by
present river basins where the basin divides are substantial and the
river mouths distant.

After considering the broad watershed and regional aspects of the
candidate watersheds, the highly-degraded or unusual watersheds should be
easily rejected. Candidate reaches can then be selected and ranked or
clustered by expected level of disturbance. At this level of resolution,
the researcher should study air photo mosaics and large-scale (1:24,000-
1:250,000) maps of the candidate reaches. Stream gradient, distance from
other refugia, barriers (falls, dams) between reference reaches and other
refugia, distance from the major receiving water, number of mines, and
buildings, amount of channelization, and presence of established monitoring
or gaging sites should all be considered. The list of candidate reaches
should be distributed to other professionals to query them about their
knowledge of disturbance levels, previous or concurrent studies, fish
stocking schedules, fish catch per unit effort, spawning or hatching
pulses, valued species, etc.
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Selecting Actual Reference Sites

A11 the preceding research can, and should, be done in an office. It
is then useful to view and photograph the reduced number of candidate
reaches from the air. A small wing-over airplane flying 300-1500 meters
above the ground is ideal for this or recent stereo pairs of air photos can
suffice. The candidate reach should be examined at several access points
to assess typical and least-disturbed conditions, i.e., the absence of farm
yards, feed lots, livestock grazing, irrigation diversions, row crops,
channelization, mines, housing developments, clearcuts, or other small
scale disturbances should be rejected, though the candidate reaches may be
moved upstream of them. The main reasons for this aerial view are to
determine what the candidate watersheds and reaches typically look like, to
characterize relatively undisturbed conditions, and to help select actual
reference sites. The photographs are also useful as visual aids in
briefings and public meetings. This phase is not essential if the chief
state ecologist has developed this knowledge of present conditions through
years of experience statewide.

Finally, the remaining candidate reaches can be assessed and ranked
for disturbance from the ground. Three to four candidate reference sites
in each reach should be examined for typical natural features, least-
disturbed channel and riparian characteristics, and ease of access. The
concept of typicalness of natural features 1is similar to that of
typicalness of watershed features; for example, riffle-pool morphology and
swift current would not be typical of coastal plain or swamp streams and
such anomolous sites should not be included as reference sites.

One of the best indicators of least-disturbed sites is extensive,
old, riparian forest (see Section II-6). Another is relatively-high
heterogeneity in channel width and depth (shallow riffles, deep pools,
runs, secondary channels, flooded backwaters, sand bars, etc.). Abundant
large woody debris (snags, root wads, log jams, brush piles}, coarse bottom
substrate (gravel, cobble, boulders), overhanging vegetation, undercut
banks, and aquatic vascular macrophytes and additional substrate
heterogeneity and concealment for biota. Relatively high discharges;
clear, colorless, and odorless waters; visually-abundant diatom, insect,
and fish assemblages; and the presence of beavers and piscivorous birds
also indicate relatively-undisturbed sites.

In order to confidently ascertain whether a designated biotic use of
a priority aquatic ecosystem is attainable it is necessary to (1) clearly
define that use in objective, measurable, biotic conditions and (2) examine
those conditions in at least three least-disturbed reference sites. We
have described a process to locate and rank a number of least-disturbed
reference sites. However, there are several limitations to that approach.
To date this process has only been tested on streams with watersheds less
than 1600 kmZ, Major lakes and rivers can be examined in the same
manner, but a multistate or national analysis will be needed and greater
allowances for variability in the level of disturbance and the degree of
typicalness may be necessary because Tlarge ecosystemS encompass more
variability, they are more likely to receive major point sources, and they
are rarer to begin with,
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Where priority aquatic ecosystems are unique it will be more
difficult to find reference sites. For example, if the priority system is
a forested watershed with a high-gradient stream in lowa, where such a
system 1is rare, it would be necessary to seek reference sites in
neighboring States. Where a stream passes through extremely dissimilar
ecological regions, reference streams should do likewise. For example, the
Yampa River of Northwestern Colorado passes from spruce-forested mountains
through sagebrush tablelands and should not be compared with a river that
flows through only one of those regions,

Stream reaches above barriers, such as the falls on the Cumberland
River or the relatively steep gradients of the Watauga River at the North
Carolina-Tennessee border, should not be compared with those below because
few purely agquatic species have passed those historical barriers. Streams
that had glacial or pluvial connections (such as the Susquehanna and James
Rivers) may have more species in common than neighboring rivers of either,
the neighboring rivers have similar environmental conditions. Gilbert
(198n) provides a clear discussion of these possible zoogeographic
anomalies using examples from the eastern United States. DNecisions about
reference sites must also take such knowledge into consideration,

Finally, ecological regions and reference sites as described herein
are believed most useful for making comparisons between broad assemblage-
Tevel patterns or patterns between widely-ranging and common species of
importance, not between the presence or absence of specific uncommon or
tocalized species viewed separately., That is, multivariate approaches such
as ordination and classification or biotic indices such as Karr's (1981)
are most applicable and researchers should not expect to discriminate among
sites that vary only slightly,.

Summary

The final product of this approach is a map like that of Figure
IV-7-1. DNata from the reference sites in each ecological region can be
compared with those from disturbed sites in that region. For aquatic
ecosystems that cross boundaries between ecological regions, state
ecologists ought to examine data from the reference sites in those
respective regions. Comparisons should he limited to ecosystems of similar
size,

Rather than an ad hoc, bhest - biological judgment approach, a
regionalization approach as described provides a rational, objective means
to compare similarities and differences over large areas. The regions
provide ecologically-meaningful management units and they would help in the
organization and interpretation of State water quality and MPS reports.
Pata from the reference sites provide an objective, ecological basis to
refine use classifications and, when compared with more disturbed sites, to
evaluate the attainment of uses. Knowledge of potential conditions in a
region provides an objective, ecological basis to predict effects of land
use changes and pollution controls, to prioritize aquatic ecosystems for
improvements, and to set site-specific criteria. Regular monitoring of the
reference sites and comparisons with historical information will provide a
useful assessment of temporal changes, not only in those aquatic
ecosystems, hut in the ecolngical regions that they model,
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CHAPTER V¥
INTERPRETATION

INTRODUCT ION

There are many use classifications which might be assigned to a water body,
such as navigation, recreation, water supply or the protection of aquatic
life. These need not be mutually exclusive. The water body survey as discussed
in this manual is concerned only with aquatic life uses and the protection of
aquatic life in a water body.

The water body survey may also be referred to as a use attainability analysis.
The objectives in conducting a water body survey are to identify:

1. What aquatic protection uses are currently being achieved in the water
body,

2. What the causes are of any impairment to attaining the designated aqua-
tic protection uses, and

3. What the aquatic protection uses are that could be attained, based on
the physical, chemical and biological characteristics of the water body.

The types of analyses that might be employed to address these three points are
summarized in Table V-1. Most of these are discussed in detail elsewhere in
this manual.

CURRENT AQUATIC PROTECTION USES

The actual aquatic protection use of a water body is defined by the resident
biota. The prevailing chemical and physical attributes will determine what
biota may be present, but little need be known of these attributes to describe
current uses. The raw findings of a biological survey may be subjected to
various measurments and assessments, as discussed in Chapters IV-2, IV-4, and
IV-5, After performing a biclogical inventory, omnivore-carnivore analysis,
and intolerant species analysis, and calculating a diversity index and other
indices of biological health, one should be able adequately to describe the
condition of the aquatic life in the water body.

It will be helpful to digress at this juncture briefly to discuss water body
use classification systems and their relationship to the water body survey.
Classification systems vary widely from state to state. Some consist of as few
as three broad categories, while others include a number of more sharply-
defined categories. Also, the use classes may be based on geography, salinity,
recreation, navigation, water supply (municipal, agricultural, or industrial),
or aquatic life. Often an aquatic protection use must be categorized as either
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TABLE V-1.

PHYSICAL EVALUATINNS

Instream Characteristics
- size (mean width/depth)
- flow/velocity

- total volume

- reseration rates

- qradient /pools/riffles
- temperature

- suspended solids

- sedimentation

- channel modifications
- channel stability

Substrate composition and

characteristics

Channel debris

Sludge deposits

Riparian characteristics

Nownstream characteristics

SUMMARY OF TYPICAL WATER

BODY EVALUATIONS (from EPA,1983, Water Quality Standards Handbook).

CHEMICAL EVALUATIONS

dissolved oxygen

toxicants

nutrients

- nitrogen

- phosphorus

sediment oxygen demand

salinity

hardness

alkalinity

pH

dissolved salids

V-2

BIOLOGICAL EVALUATIONS

Binlogical Inventory (Existing Use
Analysis)
- fish

macroinvertebrates

t

- microinvertebrates

phytoplankton

macrophytes

Biological Condition/Health Analysis

Diversity Indices
- HS! Models

- Tissue Analyses

- Recovery [ndex

- Intolerant Species Analysis

Omnivore-Carnivore Analysis

Riological Potential Analysis

~ Reference Reach Comparison



a warmwater or coldwater fishery. Clearly, little information is required
to place a water body into one of these two categories. Far more
information may be gathered in a water body survey than is needed to
assign a classification, based on existing classes, but the additional
data may be necessary to evaluate management alternatives and refine use
classification systems for the protection of aquatic life in the water
hody.

Since there may not be a spectrum of aquatic protection use categories
available against which to compare the findings of the biological survey:
and since the objective of the survey is to compare existing uses with
designated uses, and existing uses with potential uses, as seen in the
three points listed above, the investigators may need to develop their own
system of ranking the biological health of a water body (whether
qualitative or quantitative) in order to satisfy the intent of the water
body survey. Implicit to the water body survey is the development of
management strategies or alternatives which might result in enhancement of
the biological health of the water body. To do this it would be necessary
to distinguish the predicted results of one strategy from another, where
the strategies are defined in terms of aquatic life. The existing State
use classifications will probably not bhe helpful at this stage, for one
may very well be seeking to define use levels within an existing use
category, rather than describing a shift from one use classification to
another, To cornclude, it may be helpful to develop an internal use
classification system to serve as a yardstick during the course of the
water body survey, which may later bhe referenced to the 1legally
constituted use categories of the state. Sample scales of aquatic life
classes are presented in Tahle V-2 and V-3,

CAUSES 0OF IMPAIRMENT OF ANUATIC PROTECTION USES

If the biolonical evaluations indicate that the biological health of the
system is impaired relative to a "healthy" or Jleast disturbed control
station or reference aquatic ecosystem (e.g., as determined by reference
reach comparisons), then the physical and chemical evaluations can he used
to pinpoint the causes of that impairment. Figure V-1 shows some of the
physical and chemical parameters that may be affected by various causes of
change in a water body. The analysis of such parameters will help clarify
the magnitude of impairments to attaining other uses, and will also be
important to the third step in which potential uses are examined,

ATTAINABLE AQUATIC PROTECTION USES

The third element to be considered is the assessment of potential uses of
the water body. This assessment would be based on the findings of the
physical, chemical and biological information which has been gathered, but
additional study may also be necessary. Procedures which might be
particularly helpful in this stage include the Habitat Suitability Index
Models of the Fish and Wildlife Service, that may indicate which fish
species could potentially occupy a given habitat: and the Recovery Index
of Cairns et al. (1977) which estimates the ability of a system to
recover following stress. A reference reach comparison will be
particularly important, In addition to establishing a comparative
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TABLE V-2, BIOLOGICAL HEALTH CLASSES WHICH COULD BE USED

Class

IN WATER BODY ASSESSMENT (Modified from Karr, 1981)

Attributes

Excellent

Good

Fair

Poor

Very Poor

Extremely Poor

Comparable to the best situations unaltered by man; all re-
gionally expected species for the habitat and stream size,
including the most intolerant forms, are present with full
array of age and sex clases; balanced trophic structure.

Fish and macroinvertebrate species richness somewhat less
than the best expected situation, especially due to loss of
most intolerant forms; some species with less than optimal
abundances or size distribution (fish); trophic structure
shows some signs of stress.

Fewer intolerant forms of fish and macroinvertebrates are
present. Trophic structure of the fish community is more
skewed toward an increasing frequency of omnivores; older
age classes of top carnivores may be rare.

Fish community is dominated by omnivores; pollution-toler-
ant forms and habitat generalists; few top carnivores;
growth rates and condition factors commonly depressed; hy-
brids and diseased fish may be present. Tolerant macroinver-
tebrates are often abundant.

Few fish present, mostly introduced or very tolerant forms;
hybrids common; disease, parasites, fin damage, and other
anomalies regular. Only tolerant forms of macroinverte-
brates are present.

No fish, very tolerant macroinvertebrates, or no aquatic
life.



Table V-3: Aquatic Life Survey Rating System (EPA, 1983 Draft)

A reach that is rated a five has:

-A fish community that is well halanced among the different levels
of the food chain.

-An age structure for the most species that is stable, neither
progressive (leading to an increase in population) or regressive
(leading to a decrease in population).

-A sensitive sport fish species or species of special concern always
present.

-Habitat which will support all fish species at every stage of their
life cycle.

-Individuals that are reaching their potential for arowth.

-Fewer individuals of each species.

-All available niches filled.

A reach that is rated a four has:

-Many of the above characteristics but some of them are not
exhibited to the full potential. For example, the reach has a well
halanced fish community:; the age structure is good, sensitive
species are present; but the fish are not up to their full growth
potential and may be present in higher numbers; an aspect of the
habitat is less than perfect (i.e. occasional high temperatures
that 4o not have an acute effect on the fish); and not all food
organisms are available or they are available in fewer numbers.

A reach that is a three has:

-A community is not well bhalanced, one or two tropic levels
dominate.

-The age structure for many species is not stable, exhibiting
regressive or progressive charisteristics.

-Total number of fish is hiqgh, but individuals are small.

-A sensitive species may be present, but is not flourishing.

~Other less sensitive species make up the majority of the biomass.

-Anadromous sport fish infrequently use these water as a migration
route.

A reach that is rated a two has:

-Few sensitive sport fish are present, nonsport fish species are
more common than sport fish species.

-Species are more common than abundant.

~-Age structures may be very unstable for any species.

-The composition of the fish population and dominate species is very
changeble.

-Anadromous fish rarely use these waters as a migration route.

-A small percent of the reach provides sport fish habitat.

A reach that is a one has:

-The ability to support only nonsport fish. A occasinnal sport fish
may be found as a transient.

A reach that is rated a zero has:

-No ability to support a fish of any sort, an occasional fish may be
found as a transient.
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baseline community, defining a reference reach can also provide insight to the
aquatic life that could potentially occur if the sources of impairment were
mitigated.

The analysis of all information that has been assembled may lead to the dcfini-
tion of alternative strategies for the management of the water body at hand.
Each such strategy corresponds to a unique level of protection of aquatic
life, or aquatic life protection use. If it is determined that an array of
uses are attainable, further analysis which is beyond the scope of the water
body survey would be required to select a management program for the water
body.

A number of factors which contribute to the health of the aquatic life will
have been evaluated during the course of the water body survey. These may be
divided into two groups: those which can be controlled or manipulated, and
those which cannot. The factors which cannot be regulated may be attributable
to natural phenemona or may be attributable to irrevocable anthropogenic
(cultural) activities. The potential for enhancing the aquatic life of a
water body essentially lies in those factors over which some control may be
exerted.

Whether or not a factor can be controlled may itself be a subject of contro-
versy for there may be a number of economic judgments or institutional consid-
erations which are implicit to a definition of control. For exampie, there are
many cases in the West where a wastewater discharge may be the only flow to
what would otherwise be an intermittent stream. [f water rights have been es-
tablished for that discharge then the discharge cannot be diverted elsewhere,
applied to the land for example, in order to reduce the pollutant load to the
stream, If a stream does not support an anadromous fishery because of dams and
diversions which have been built for water supply and recreational purposes,
it is unlikely that a concensus could be reached to restore the fishery by re-
moving the physical barriers - the dams - which impede the migration of fish.
However, it may be practical to build fish ladders and by-passes to allow
upstream and downstream migration. In a practical sense these dams represent
anthropogenic activity which cannot be reversed. A third example might be a
situation in which dredging to remove toxic sediments in a river may pose a
much greater threat to aquatic life than to do nothing. In doing nothing the
toxics may remain in the sediment in a biologically-unavailable form, whereas
dredging might resuspend the toxic fraction, making it biologically available
and also facilitating wider distribution in the water body.

The points touched upon above are presented to suggest some of the phenomena
which may be of importance in a water body survey, and to suggest the need to
recognize whether or not they may realistically be manipulated. Those which
cannot be manipulated essentially define the limits of the highest potential
use that might be realized in the water body. Those that can be manipulated
define the levels of improvement that are attainable, ranging from the current
aquatic life uses to those that are possible within the limitations imposed by
factors that cannot be manipulated.
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PREFACE

The habitat use information and Habitat Suitability Index (HS]) models
presented in this document are an aid for impact assessment and habitat man-
agement activities. Literature concerning a species' habitat requirements and
preferences is reviewed and then synthesized into HSI models, which are scaled
to produce an index between 0 (unsuitable habitat) and 1 (optimal habitat).
Assumptions used to transform habitat use information into these mathematical
models are noted, and guidelines for model application are described. Any
models found in the literature which may also be used to calculate an HS] are
cited, and simplified HS] models, based on what the authors believe to be the
most important habitat characteristics for this species, are presented.

Use of the models presented in this publication for impact assessment
requires the setting of clear study objectives and may require modification of
the models to meet those objectives. Methods for reducing model complexity
and recommended measurement techniques for model variables are presented in
Appendix A.

The HSI] models presented herein are complex hypotheses of species-habitat
relationships, not statements of proven cause and effect relationships.
Results of model performance tests, when available, are referenced; however,
models t~at have demonstrated reliability in specific situations may prove
unreliable in others. For this reason, the FWS encourages mode) users to
convey comments and suggestions that may help us increase the utility and
effectiveness of this habitat-based approach to fish and wildlife planning.
Please send comments to:

Habitat Evaluation Procedures Group
Western Energy and Land Use Team
U.S. Fish and Wildlife Service

2625 Redwing Road

Ft. Collins, CO 80526
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CHANNEL CATFISH (Ictalurus punctatus)

HABITAT USE INFORMATION

Genera)

the southern portions of the Canadian prairie provinces south to the Gulf
states, west to the Rocky Mountains, and east to the Appalachian Mountains
(Trautman 1957; Miller 1966; Scott and Crossman 1973). They have been widely
introduced outside this range and occur in essentially all of the Pacific and
Atlantic drainages in the 48 contiguous states (Moore 1968; Scott and Crossman
1973). The greatest abundance of channel catfish generally occurs in the open

(unleveed) floodplains of the Mississippi and Missouri River drainages (Walden
1964).

Age, Growth, and Food

Age at maturity in channe)l catfish is variable. Catfish from southern
areas with longer growing seasons mature earlier and at smaller sizes than
those from northern areas (Davis and Posey 1958; Scott and Crossman 1973).
Southern catfish mature at age V or less (Scott and Crossman 1973; Pflieger
1975) while northern catfish mature at age VI or greater for males and at age
VIII or greater for females (Starostka and Nelson 1974).

Young~of-the-year (age 0) catfish feed predominantly on plankton and
aquatic insects (Bafley and Harrison 1948; Walburg 1975). Adults are oppor-
tunistic feeders with an extremely varied diet, including terrestrial and
aquatic insects, detrital and plant material, crayfish, and molluscs (Bailey
and Harrison 1948; Miller 1966; Starostka and Nelson 1974). Fish may form a
major part of the diet of catfish > 50 ¢cm in length (Starostka and Nelson
1974). Channel catfish diets in rivers and reservoirs do not appear to be
significantly different (see Bailey and Harrison 1948; Starostka and Nelson
1974). Ffeeding is done by both vision and chemosenses (Davis 1959) and occurs
primarily at night (Pflieger 1975). Bottom feeding s more characteristic but
food is also taken throughout the water column (Scott and Crossman 1973).
Additional information on the composition of adult and juvenile diets is
provided in Leidy and Jenkins (1977).

Reproduction

Channel catfish spawn in late spring and early summer (generally late May
through mid-July) when temperatures reach about 21° C (Clemens and Sneed 1957;
Marzolf 1957; Pflieger 1975). Spawning requirements appear to be a major
factor in determining habitat suftability for channel catfish (Clemens and

Sneed 1957). Spawning is greatly inhibited if suitable nesting cover is
unavailable (Marzolf 1957).

Specific Habitat Requirements

Channel catfish populations occur over a broad range of environmental
condittons (Sigler and Miller 1963; Scott and Crossman 1973). Optimum riverine



habitat is characterized by warm temperatures (Clemens and Sneed 1957: Andrews
et al. 1972, Biesinger et al. 1979) and a diversity of velocities, depths, and
structura! features that provide cover and food (Bailey and Harrison 1948).

Optimum lacustrine habitat is characterized by large surface area, warm temper-

atures, high productivity, low to moderate turbidity, and abundant cover
(Davis 1959; Pflieger 1975).

Fry, Jjuvenile, and adult channel catfish concentrate in the warmest
sections of rivers and reservoirs (Ziebell 1973, Stauffer et al. 1975; McCall
1677). They strongly seek cover, but quantitative data on cover requirements
of channel catfish 1n rivers ana reservoirs are not available. Debris, logs,
cavities, boulders, and cutbanks in lakes and in low velocity (< 15 cm/sec)
areas of deep pools and backwaters of rivers will provide cover for channel
catfish (Bailey and Harrison 1948). Cover consisting of boulders and debris
in deep water is important as overwintering habitat (Miller 1966; Jester 1971;
Cross and Collins 1975). Deep pools and littoral areas (< 5.m deep) with
> 40% suitable cover are assumed to be optimum. Turbidities > 25 ppm but
< 100 ppm may somewhat moderate the need for fixed cover (Bryan et al. 1975).

Riffle and run areas with rubble substrate and pools (< 15 cm/sec) and
areas with debris and aquatic vegetation are conditions associated with high
production of aquatic insects (Hynes 1970) consumed by channel catfish in
rivers (Bailey and Harrison 1948). Channel catfish are most abundant in river
sections with a diversity of velocities and structural features. Therefore, it
is assumed that a riverine habitat with 40-60% pools would be optimum for
providing riffle habitat for food production and feeding and pool habitat for
spawning and resting cover (Bailey and Harrison 1948). It also is assumed
that at least 20% of lake or reservoir surface area should consist of l1ittora)
areas (S 5 m deep) to provide adequate area for spawning, fry and juvenile
rearing, and feeding habitat for channel catfish.

High standing crops of warmwater fishes are associated with tota)
dissolved solids (TDS) levels of 100 to 350 ppm for reservoirs in which the
concentrations of carbonate-bicarbonate exceed those of sulfate-chloride
(Jenkins 1976). It is assumed that high standing crops of channel catfish in
lakes or reservoirs will, on the average, correspond to this TDS level.

Turbidity in rivers and reservoirs and reservoir size are other factors
that may influence habitat suitability for channel catfish populations.
Channe’ catfish are abundant in rivers and reservoirs with varying levels of
turbidity and siltation (Cross and Collins 1975). However, low to moderate
turbidities (< 100 ppm) are probably optimal for both survival and growth
(Finnell and Jenkins 1954; Buck 1956, Marzolf 1957). Larger reservoirs
(> 200 ha) are probably more suitable reservoir habitat for channel catfish
populations because survival and growth are better than in smaller reservoirs
(Finnel)l and Jenkins 1954; Marzolf 1957). Other factors that may affect
reservoir habitat suitability for channel catfish are mean depth, storage
ratio (SR), and length of agricultural growing season. Jenkins (1974) found
that high mean depths were negatively correlated with standing crop of channe)
catfish. Mean depths are an inverse correlate of shoreline development (Ryder
et al. 1974), thus higher mean depths may mean less littoral area would be
available. Jenkins (1976) also reported that standing crops of catfishes
(lctaluridae) peaked at an SR of 0.75. Standing crops of channel catfish were



postively correlated to growing season length (Jenkins 1970). However, harvest
of channel catfish reported in reservoirs was not correlated with growing
season length (Jenkins and Morais 1971).

Dissolved oxygen (DO) levels of 5 mg/1 are adequate for growth and
survival of channel catfish, but D.0. levels of 2 7 mg/) are optimum {Andrews
et al. 1973: Carlson et al. 1974). Dissolved oxygen levels < 3 mg/1 retard
growth (Simco and Cross 1966), and feeding is reduced at D.0. levels < 5 mg/]
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areas with rocky substrates or other cover. They often move to the shoreline
or tributaries at night to feed (Davis 1959, Jester 1971; Scott and Crossman
1973).

The optimal temperature range for growth of adult channel catfish is
26-29° C (Shrable et al. 1969, Chen 1376). Growth is poor at temperatures

< 21° C (McCammon and LaFaunce 1961; Macklin and Soule 1964; Andrews and

Stickney 1972) and ceases at < 18% C (Starostka and Nelson 1974). An upper
Jetha! temperature of 33.5° C has been reported for catfish acclimated at

25° C (Carlander 1969).

Adult channe) catfish were most abundant in habitats with salinities
< 1.7 ppt in louisiana, although they occurred in areas with salinities up to
11.4 ppt (Perry 1973). Salinities < 8 ppt are tolerated with little or no
effect, but growth slows above this level and does not occur at salinities
> 11 ppt {Perry and Avault 1968).

Embryo. Dark and secluded areas are required for nesting (Marzolf 1957).
Males build and guard nests in cavities, burrows, under rocks, and in other
protected sites (Davus 1959; Pflieger 1975) Nests in large impoundments
generally occur among rubble and boulders along protected shorelines at depths

of about 2-4 m (Jester 1871). Catfish in ]arge rivers are likely to move into

shallow, flooded areas to spawn (Bryan et al, 1975). Lawler (1960) reported
that spawning in Utah Lake, Utah, was concentrated in sections of the lake
with abundant spawning sites of rocky outcrops, trees, and crevices. The male

catfish fans embryos for water exchange and quards the nest from predators
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in 6-7 days at 27° C (Clemens and Sneed 1957).

Laboratory studies indicate that embryos three days old and older can
tolerate salinities up to 16 ppt until hatching, when tolerance drops to 8 ppt
(Allen and Avault 1970). However, 2 ppt salinity is the highest level in
which successful spawning in ponds has been observed (Perry 1973). Embryo
survival and production in reservoirs will probably be high in areas that are
not subject to disturbance by heavy wave action or rapid water drawdown.

Fry. The optimal temperature range for growth of channel catfish fry fs
29-30° C (West 1966). Some growth does occur down to temperatures of 18° (
(Starostka and Nelson 1974), but growth generally is poor in coo) waters with
average summer temperatures < 21° C ‘(McCammon and LaFaunce 196]; Macklin and
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Soule 1964; Andrews et al. 1972) and in areas with short agricultural growing
seasons (Starostka and Nelson 1974). Upper incipient lethal levels for fry
are about 35-38° (, depending on acclimation temperature (Moss and Scott 1961;
Allen and Strawn 1968). Optimum salinities for fry range from 0-5 ppt;

salinities 2 10 ppt are marginal as growth is greatly reduced (Allen and
Avault 1970).

Fry habitat suitability in reservoirs is related to flushing rate of
reservoirs in midsummer. Walburg (1971) found abundance and survival of fry
greatly decreasec at flushing rates < 6 days in July and August.

Channel catfish fry have strong shelter-seeking tendencies (Brown et al.
1970), and cover availability will be important in determining habitat suit-
ability. Newly hatched fry remain in the nest for 7-8 days {Marzolf 1957) and
then disperse to shallow water areas with cover (Cross and Collins 1975). Fry
are commonly found aggregated near cover in protected, slow-flowing (velocity
< 15 cm/sec) areas of rocky riffles, debris-covered gravel, or sand bars in
clear streams (Davis 1959; Cross and Collins 1975), and in very shallow
(< 0.5 m) mud or sand substrate edges of flowing channels along turbid rivers
and bayous (Bryan et al. 1975). Dense aquatic vegetation generally does not
provide optimum cover because predation on fry by centrarchids is high under
these conditions, especially in clear water (Marzolf 1957 Cross and Collins
1975). Fry overwinter under boulders in riffles (Miller 1966) or move to
cover in deeper water (Cross and Collins 1975).

Juvenile. Optimal habitat for juveniles is assumed to be similar to that
for fry. The temperature range most suitable for juvenile growth {s reported

to be 28-30° C (Andrews et al. 1972; Andrews and Stickney 1972). Upper lethal
temperatures are assumed to be similar to those for fry.

HABITAT SUITABILITY INDEX (HSI) MODELS

Mode)l Applicability

Geographic area. The model! is applicable throughout the 48 conterminous
States. The standard of comparison for each individual variable suitability
index is the optimum value of the variable that occurs anywhere within the 48
conterminous States. Therefore, the model will never provide an HSI of 1.0
when applied to water bodies in the Northern States where temperature-related

variables do not reach the optimum values for channel catfish found in the
Southern States.

Season. The model provides a rating for a water body based on its ability

to support a self-sustaining population of channel catfish through all seasons
of the year.

Cover types. The model is applicable in riverine, lacustrine, palustrine,
and estuarine habitats, as described by Cowardin et al. (1979).

Minimum habitat area. Minimum habitat area is defined as the minimum
area of contiguous suitable habitat that is required for a species to succes-
fully live and reproduce. No attempt has been made to establish a minimum




habitat size for channel catfish, although this species is most abundant in
larger water bodies.

Verification level. The acceptable output of these models is an index
between 0 and ] which the authors believe has a positive relationship to
carrying capacity. In order to verify that the model output was acceptable,
sample data sets were developed for calculating HS1's from the models.

The sample data sets and their relationship to model verification are
discussed in greater detail following the presentation of the models.

Model Description

It is assumed that channel catfish habitat quality is based primarily on
thetr food, cover, water quality, and reproduction requirements. Variables
that have been shown to have an impact on the growth, survival, distribution,
abundance, or other measure of well-being of channel catfish are placed in the
appropriate component and a component rating derived from the 1nd1v1dua]

varfable suitabildty 4reizas (Figs. 1 an2 7). Jz-'asles thev ezt raz
quality for cnannei cattisn, Dut wnich 00 not eas’'y Tit inlo tnese TOour major
components, are combined under the “other component” heading. Levels of a

variable that are near lethal or result in no growth zannot be offset by other
variables.

Model Description - Riverine

Food component. Percent cover (V,) is assumed t~ he importent for rating

the food component because if cover is available, fish would be more likely to
occupy an area and utilize the food resources. Substrate (V,) is included

becezuse stream productio. po.ential of aquatic insects (consumed directly by
both channel catfish and their prey species) is related to amdunt and type of

substrate.
Cover component. Percent pools (V,) is included because channel catfish
utilize pools as cover. Percent cover (V,) is an index of all types of

objects, including logs and debris, used for cover in rivers. Average current
velocity in cover areas (V,,) is important because the usable habitat near a

cover object decreases if cover objects are surrounded by high velocities.

Water quality component. The water quality component is limited to
temperature, oxygen, turbidity, and salinity measurements. These parameters
have been shown to effect growth or survival, or have been correlated with
changes in standing crop. Variables related to temperature, oxygen, and

salinity are assumed to be limiting when they approach lethal levels. Toxic
substances are not considered.




Habitat Variables Life Requisites

% cover (V,)

“—_-“_‘_—'___‘____,_,,__——-Food (Ce)
Substrate type (V.)

% pools (V,)

cover (V,) » Cover (C.)
Average current velocity (V,,)

Temperature (adult) (Vy)

Temperature (fry) (V;,)
Temperature (juvenile) (V,,)
Dissolved oxygen (V,)
Turbidity (V,)
Salinity (adult) (V,)
Salinity {fry, juvenile) (V,,) .
Length of agricultural growing season (V,)

Water quality (Cuq) HS1

% pools (V,)
% cover (V;)

Dissolved oxygen (V)
Temperature (embryo) (V,,)
Salinity (embryo) (V,,)

Reproduction (CR)

Figure 1. Tree diagram illustrating relationship of habitat variables
ang life requisites in the riverine model for the channel catfish.
Dashed Yines indicate optional variables in the model.



Habitat Variables Life Requisites

% cover (V,)

% littoral ar::_Z;:;—_‘—-_-t:::::::::::::3=-—Food (CF)
Tota) dissolived solids (V,¢) \\\

% cover (V,)
[ ]
””

Cover (CC)
littoral area (V;)-"”"_"_—'—_-—_————"——f

Temperature (adult) (V)

Temperature (fry) (V,;)
Temperature (juvenile) (V,,)

Dissolved oxygen (V,)

Turbidity (V,) - y HS
Salinity (adult) (V,) ""———’——’- /

Salinity (fry, juvenile) (V,,) %

Length of agricultural growing season (V)

Water quality (CHQ)

—

% cover (V,)
% littural arvea (V,) —i_\\_\

Dissolved oxygen (V,) Reoroduction (CR)
Temperature (embryo) (V,,)
Salinity (embryo) (V,,)

Storage ratio (V,,) Other (C
Flushing rate {V,,)

or)

Figure 2. Tree diagram illustrating relationship of habitat variables
and life requisites in the lacustrine model for the channel catfish.
Dashed lines indicate optional variables in the model.



Reproduction component. Percent pools (V,) is in the reproductive compo-

nent because channel catfish spawn in low veloCity areas in rivers. Percent
cover (V,) is in this component since channel catfish require cover for

spawning. If minimum dissolved oxygen (DC) levels within pools and backwaters
during midsummer (V,) are adequate, they should be adequate during spawning,

which occurs earlier in the year. DO levels measured during spawning and
embryo development could be substituted for V,. Two additional variables,

average water temperatures within pools and backwaters during spawning and
embryo development (V,,) and maximum salinity during spawning and embryo

develogment (V,,) are included because these water quality conditions affect
embryo survival and development.

Mode) Cescription - Lacustrine

Food component. Percent cover (Vy) is included since it s assumed that

if cover is available, channel catfish would be more likely to utilize an area
for feeding. Percent littoral area (V,) is included because littoral areas

generally produce the greatest amount of food and feeding habitat for catfish.
Tota) dissolved solids (T0S) (V,¢) is included because adult channel catfish

eat fish, and fish production in lakes and reservoirs is correlated with TDS.

Cover component. Percent cover (V,;) is included since channel catfiss

strongly seek structural features of logs, debris, brush, and other objects
for shelter. Percent littoral area (V,) is included because all life stage

predominantly utilize cover found in 1ittoral areas of a lake.

Water quality component. Refer to riverine model description.

Reproduction component. Percent cover (V,;) is included since catfish

build nests in dark and secluded areas; spawning is not observed if suitable
cover is unavailable. Percent littoral area (V,) is included since catfish

spawning s concentrated along the shoreline. DO (V,), temperature (V,,) and

salinfty (V,,) are included because these water quality parameters affect
embryo survival and development.

Other component. For reservoirs, storage ratio (V,s) and maximum flushing
rate when fry are present (V,,) are included in this component because storage

ratio may affect standing crop and the flushing of fry from a reservoir outlet
can reduce the abundance of fry.



Suitability Index (SI) Graphs for Model Variables

This section contains suitability index graphs for the 18 variables

describecd above, and equations for combining selected variables into a species
HSI using tne component approach. Variables pertain to a riverine (R) habitat,

lacustrine (L) habitat, or both (R, L).

Habitat Variable

R (v,) Percent pools during
average summer flow.
R, L (Vy) Percent cover (logs,

boulders, cavities,
brush, debris, or
standing timber) during
summer within pools,
backwater areas, and
littoral areas.
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(V,) Percent littoral area 1.0 4 4 .
during summer. . ]
.§ 0.8 - -
= !
> 0.6 .
S 0.4
o V.4 4 -
.3 1 r
30.21 =
0.0 . : .
0 25 50 75 100
%

(V.) Food production potential
in river by substrate type
present during average
summer flow.

A) Rubble dominant in
riffle-runs with some
gravel and/or boulders
present; fines (silt 1.0 i 1
and sand) not common;
aquatic vegetation
abundant (2 30%) in
pool areas.

L
.1

0.8

0.6 4 -

ability Index

B) Rubble, gravel,
boulders, and fines ] ,
occur in nearly equal 0.4 J "

amounts in riffle-run:g {

areas; aquatic vegeta-3 1

tion is 10-30% in 0.2 +

pool areas. !
C) Some rubble and gravel 0.0

present, but fines or

boulders are dominant; A B ¢ 0
aquatic vegetation is Class

scarce (< 10%) in pool

areas.

D) Fines or bedrock are
the dominant bottom
material. Little or
no aquatic vegetation
or rubble present.

10



R,L (Vs) Average midsummer water
temperature within
pools, backwaters, or
littoral areas {Adult).

R,L (Ve) Length of agricultural
growing season (frost-
free days).

Note: This variable
is optional,

R, L (v,) Maximum monthly average
turbidity duyring summer.
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R,L

R,L

R,L

(Vs)

(Vs)

(Vi)

Average minimum dissolved

oxygen lcvels within

pools, backwaters, or
littoral areas during
midsummer,

Maximum salinity
during summer
(Adult).

Average water
temperatures within
pools, backwaters,
and littoral areas
during spawning and
embryo development
(Embryo).
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R,L (Vs,) Maximum salinity
ouring spawning !
and embryc development X s
(Embryo). 2
b o
B L
3
S
3 L
20
R,L (V,2) Average midsummer water 1.0 4 {
temperature within pools, { /rw\
backwaters, or littoral & g.g L
areas (Fry). £ J
g' 0.6 -
— 9 4
= 0.4 | L
S 4
a 0.2 L
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°C

R,L (V,,) Maximum salinity
during summer
{Fry, Juvenile).

Suitability Index
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I, |

(Vi)

(Vis)

(Vie)

Avvvage midoummer watler
temperature within
pools, backwaters, or
Jittoral areas
(Juvenile).

Storage ratio.

Monthly average TDS
(total dissolved
solids) during
summer,
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(vl7)

(Vie)

Riverine Model

These equations utilize the 1ife requisite approach and consist of four
food, cover, water quality, and reproduction.

components:

Food (C¢).

c

F

va’v.
2

Maximum reservoir

flushing rate while
fry present (Fry).

Average current velocity

in cover areas during
average summer flow.
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Cover (Cc).

CC = (V, x Vy x V1|)1/3

Water Quality (CHQ?‘

2{V¥s *+ Vi3 * V)
Nt e 2 e Ve sV
CW - 7

If Vg, Vya, Vi Va, Vy, 0or Vy, is 5 0.4, then CHO equals the lowest

of the fO]]OHiﬂQ: V.. V;;, V,.. V.. V.. V,,, or the above .QU“‘O“.

Note: If temperature data are unavailable, 2(V,) (length of agricul-
tural growing season) may be substituted for the term

20V *+ Vi3 + V)
3 in the above equation

Reproduction (CR).

CR = (V, X Vg’ X V.’ X V,.' X V)))lla

If Vg. Vie, Or.V,;, is s 0.4, then CR equals the lowest of the
following: V¢, Vs, V41, or the above equation.

HS1 determination.

*

HS1 = (Cp & Cp % Cuo X cR*)”6 or

If CWO or CR is s 0.4, then the HS] equals the lowest of the
. following: CHQ' CR' or the above equation,

16



Sources of data and assumptions made in developing the suitability fndices
are presented in Table 1.

Sample data sets using riverine HSI model are listed in Table 2.

Lacustrine Mode)

This model utilizes the 1ife requisite approach and consists of five
components: food, cover, water quality, reproduction, and other.

Food (CF).
Ve * V, + Vy
Cp = 3
Cover (CC).

CC = (V, x V:)llz

wWater Quality (ngz.

Cwo = same as in Riverine HSI Model

Reproduction (CR)'

Cp = (Va? x Vy x Vy? x Vy,? x v, )8

If Vg, Vis, or V,, is £ 0.4, then CR equals the lowest of the
following: V,, V,,, V,,, or the above equation.

Other (COT)'

Vie * V5
Cor * —3

17



Table 1. Data sources and assumptions for channel catfish suitability indices.

Variable and source

Assumption

v, Bailey and Harrison 1948

v, Bailey and Harrison 1948
Marzolf 1997
Cross and Collins 1975

v, Bailey and Harrison 1948
Marzolf 1957
Cross and Collins 1975

V. Bailey and Harrison 1948

'R Clemens and Sneed 1957
West 1966
Shrable et al. 1969
Starostka and Nelson 1974
Biesinger et al. 1979

Ve Jenkins 1970

v, Finnell and Jenkins 1954
Buck 1956
Marzolf 1957

Ve Moss and Scott 1961
Andrews et al. 1973
Carison et al. 1974
Randolph and Clemens 1976

V, Perry and Avault 1968
Perry 1973

Optimum conditions for a diversity of
velocities, depths, and structural
features for channel catfish will be
found when there are approximately equal
amounts of pools and riffles.

The strong preference of all life stages
of channel catfish for cover indicates
that some cover must be present for
optimum conditions to occur.

Lakes with small littoral area will pro-
vide less area for cover and food pro-
duction for channel catfish and are there-
fore less suitable.

The amount and type of substrate or the
amount of aquatic vegetation associated
with high production of aquatic insects
(used as food by channel catfish and
channel catfish prey species) is optimum.

Temperatures at the warmest time of year
must reach levels that permit growth in
order for habitat to be suitable. Optimum
temperatures are those when maximum growth
occurs.

Growing seasons that are correlated with
high standing crops are optimum.

High turbidity levels are associated with
reduced standing crops and therefore are
less suitable.

Lethal levels of dissolved oxygen are

unsuitable. DO levels that reduce feeding
are suboptimal,

Salinity levels where adults are most
abundant are optimum. Any salinity
level at which adults have been
reported has some suitabilty.
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Table 1.

(concluded)

Variable and source

Assumption

vll

vl!

Via

Via

Vie

Vi,

vl‘

Brown 1942
Clemens and Sneed 1957

Perry and Avault 1968
Perry 1973

McCammon and LaFaunce 1961
Moss and Scott 1961}
Macklin and Soule 1964
West 1966

Allen and Strawn 1968
Andrews 1972

Starostka and Nelson 1974

Allen and Avault 1970

Andrews et al. 1972
Andrews and Stickney 1972

Jenkins 1976

Jenkins 1976

Walburg 1971

Miller 1966
Scott and Crossman 1973
Cross and Collins 1975

Optimum temperatures are those which
result in optimum growth. Temperatures
that result in death or no growth are
unsuitable.

Salinity levels at which spawning has
been observed are suitable.

Optimum temperatures for fry are those
when growth is best. Temperatures that
result in no growth or death are unsuit-
able.

Salinities that do not reduce growth
of fry and juveniles are optimum.

Salinities that greatly reduce growth
are unsuitable.

Temperatures at which growth of juveniles
is best are optimum. Temperatures that

result in no growth or death are unsuit-
able.

Storage ratios correlated with maximum
standing crops are optimum; those cor-
related with lower standing crops are
suboptimum.

Total dissolved solids (TDS) levels cor-
related with high standing crops of warm-
water fish are optimum; those correlated
with lower standing crops are suboptimum.
The data used to develop this graph are
primarily from southeastern reservoirs.

Flushing rates correlated with reduced
levels of fry abundance are suboptimal.

High velocities near cnver objects will
decrease the amount of usable habitat
around the objects and are thus
considered suboptimum.
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Table 2. Sample data sets using riverine HSI mocel.

Data set 1 Data set 2 Data set 3

Variable Data SI Data S Qata SI
% pools v, 60 1.0 90 0.6 15 0.5
% cover v, 50 1.0 10 0.4 5 0.2
Substrate for 'R silt- 0.7 silt- 0.5 sand 0.2

food production gravel sand
Temperature-Adult

(° C) v, 28 1.0 32 0.4 22 0.5
Growing season Ve 180 0.8 - - - -
Turbicity (ppm) v, S0 1.0 210 0.5 160 0.8
Oissolved oxygen

(mg/1) V. 4.5 0.6 4.0 0.5 4.0 0.9
Salinity-adult

{ppt) V, <] 1.0 <1 1.9 <1 1.0
Temperature-Embryos

(°C) Vie 25 0.8 21.5 0.5 28.5 9.5
Salinity~Embryo

(ppt) Vi, <1 1.0 <1 1.0 <1 1.0
Temperature-Fry

(° <) Via 26.5 0.8 32 0.7 23 0.5
Salinity-Fry/

Juverile (ppt) Vi, <1 1.0 <1 1.0 <1 1.0
Temperature-

Juvenile (° C) Vi 29 1.0 32 0.7 22 0.5
Velocity Vi 15 1.0 ) 1.0 30 0.1
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Table 2. (concluded)

" -
D
Data set 1 _Data_set 2 Data set 3
Variable Data S1 Data S1 Data S1
Component S
CF = 0.85 0.45 0.20
gﬁ = 1.00 0.62 0.31
C.= 0.87 0.40* 0.69
wU
CR = 0.86 0.58 0.47
HSI = 0.88 0.40* 0.43
*Note: C

wQ

s 0.4; therefore, HS! = CwQ in Data Set 2.
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HSI determination.

HSI = (Cp x CC-x Cwoz X ERz . COT)l/? or

If Cwo or CR is € 0.4, then the HSI equals the lowest of the
following: CWQ‘ CR' or the above equation.

Sample data sets using lacustrine HSI model are listed in Table 3.

Interpreting Model OQutputs

The proper interpretation of the HSI produced by the models is one of
comparison. If two water bodies have large differences in HSI's, then the one
with the higher HSI should be able to support more catfish than the water body
with the lower HSI, given that the model assumptions have not been violated.
The actual differences in HSI that indicate a true difference in carrying
capacity are unknown and likely to be high. We have aggregated a large number
of variables into a single index with little or no quantitative information on
how the variables interact to effect carrying capacity. The probability that
we have made an error in our assumptions on variable interactions is high.
However, we believe the model is a reasonable hypothesis of how the selected
variables interact to determine carrying capacity.

Before using the model, any available statistical models, such as those
described under model 3 in the next section, should be examined to determine
if they better meet the goals of model application. Statistical models are
likely to be more accurate in predicting the value of a dependent variable,
such as standing crop, from habitat related variables than the HSI models
described above. A statistical mode! is especially useful when the habitat
variables in the data set used to derive the model have values similar to the
proposed model application site. The HSI models described above may be most
useful when habitat conditions are dissimilar to the statistical model data

set or it is important to evaluate changes in variables not included in the
statistical model.

The sample data sets consist of different variable values (and their
corresponding S! score), which although not actual field measurements, are
thought to represent realistic conditions that could occur in variocus channel
catfish riverine or lacustrine habitats. We believe the HSI's calculated from
the data reflect what carrying capacity trends would be in riverine or lacus-
trine habitats with the characteristics listed in the respective data sets.
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Table 3. Sample data.sets using lacustrine HS] model.

Data set 1 Data set 2 Data set 3
Variable Data S1 Data S1 Data S1
% cover V, 50 1.0 10 0.4 5 0.2
% littoral area V, 40 1.0 20 0.7 70 0.6
Temperature-Adult

(° C) Vs 26 1.0 20 0.3 33 0.2
Growing season Ve 180 0.8 - - - -
Turbidity v, 175 0.7 210 0.5 250 0.3
Dissolved oxygen Ve 4.5 0.6 4.5 0.6 2.5 0.2
Salinity-Adult

{(ppt) V, <] 1.0 <1 1.0 <1 1.0
Temperature-Embryo

(° C) Vie 25 0.8 21.5 0.5 28 0.5
Salinity-Embryo

(ppt) Vi, <1 1.0 <] 1.0 <1 1.0
Temperature=-Fry

(¢ C) Via 26.5 0.8 32 0.7 23 0.5
Salinity=Fry/

Juvenile (ppt) Vi, < ] 1.0 <] 1.0 <1 1.0
Temperature-

Juvenile (° C) Vie 29 1.0 32 0.7 22 0.5
Storage ratio Vis 1.5 0.9 .3 0.7 0.8 1.0
T0S (ppm) Vie 200 1.0 300 1.0 600 0.6
Flushing rate

while fry

present (days) Via 15 1.0 4 0.4 11 1.0
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Table 3. (concluded)

_Data set 1 _Data set 2 Data set 3
Variable Data Sl Data S1 Data S1
Component SI

Ce = 1.00 0.70 0.47
C, = 1.00 0.52 0.33
= 0.8 0.30* .20*
Cwo 2 0 0.20
Ch = 0.83 0.56 0.20
Cot = 0.95 0.55 1.00
HS] = 0.89 0.30* 0.20"

» . - = 1 .
Note: Cwo s 0.4; therefore, HSI Cwo n Data Sets 2 and 3

ADDITIONAL HABITAT MODELS
Model 1

Optimal riverine habitat for channel catfish is characterized by the
following conditions, assuming water quality is adequate: warm, stable water
temperatures (summer temperatures of 25-31° C); an approximate 40-60% area of
deep pools; and abundant cover in the form of logs, bouiders, cavities, and
debris (> 40% of pool area).

HS] = number of above criteria present

3
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Model 2

Optima) lacustrine habitat for channel catfish is characterized by the
following conditions, assuming water qualtity is adequate: warm, stable water
temperatures (summer temperatures of 25-30° C); large surface area (> 500 ha);
moderate to high fertility (TDS 100-350 ppm), clear to moderate turbidities
(< 100 JTU); and abundant cover (> 40% in areas < 5 m deep).

_ number of above criteria present
HSI = 3

Model 3

Use the reservoir standing crop regression equations for catfishes pre-
sented by Aggus and Morais (1979) to predict standing crop, then divide the
predicted standing crop by the highest standing crop value used to develop the
regression equation, in order to obtain an HSI.

REFERENCES CITED

Aggus, L. R., and D. ]. Morais. 1979. Habitat suitability index equations
for reservoirs based on standing crop of fish. Natl. Reservoir Res.
Program. Rept. to U.S. Fish Wildl. Serv., Hab. Eval. Proj., Ft. Collins,
€0. 120 pp.

Allen, K. 0., and J. W. Avault. 1970. The effect of salinity on growth of

channel catfish. Proc. Southeastern Assoc. Game and Fish Commissioners
23:319-331.

Allen, K. 0., and K. Strawn. 1968. Heat tolerance of channel catfish,
Jctalurus punctatus. Proc. Southeastern Assoc. Game and Fish
Commissioners 21:399-4]11.

Andrews, J. W., and R. R. Stickney. 1972. Interactions of feeding rates and
environmental temperature on growth, food conversion and body composition
of channe) catfish. Trans. Am. Fish. Soc. 101(1):94-99.

Andrews, J. W., L. H. Knight, and T. Murai. 1972. Temperature requirements
for high density rearing of channel catfish from fingerlings to market
size. Prog. Fish-Cult. 34:240-242.

Andrews, J. W., T. Murai, and G. Gibbons. 1973. The influence of dissolved

oxygen on the growth of channel catfish. Trans. Am. Fish. Soc.
102(4):835-838.

25



Bailey, R. M., and H. M. Harrison, Jr. 1948. Food habits of the southern
channe) gggf1sh (lctalurus TACUer\s nunrtatus\ in the Des Moines River,

lowa. Trans. Am. Fish. Soc. 75:110- 138

Biesinger, K. E., R. B. Brown, C. R. Bernick, G. A. Flittner, and K. E. F.
Hokanson. 1979. A national compendium of freshwater fish and water
temperature data. Vol. I. U.S. Environ. Protection Agency Rep., Environ.
Res. Lab., Duluth, Minn. 207 pp.

Brown, B. E., 1. lnman, and A. Jearld, Jr. 1970. Schooling and shelter

seeking tendencies in fingerling catfish behavior. Trans. Am. Fish. Soc.
89(3):540-545.

Brown, L. 1942. Propagation of the spotted channel catfish (lctalurus
lacustris punctatus). Trans. Kansas Acad. Sci. 45:311-314.

Bryan, C. F., F. M. Truesdale, and D. §S. Sabins. 1975. A limnological survey
of the Atchafalaya Basin, annual report. Louisiana Coop. Fish. Res.
Unit, Baton Rouge. 203 pp.

Buck, K. D. 1956. Effects of turbidity on fish and fishing. Trans. N. Am.
wildl. Conf. 21:249-261.

Carlander, K. C. 1969. Channel catfish. Pages 538-554 in Handbook of fresh-
water fishes of the United States and Canada, exclusive of the
Perciformes. Iowa State Univ. Press, Ames. 752 pp.

Carlson, A. R., R. E. Siefert, and L. J. Herman. 1974. Effects of lowered
dissolved oxygen concentrations on channel catfish (Ictalurus punctatus)
embryos and larvae. Trans. Am. Fish. Soc. 103(3):623-626.

Chen, T. H. 1976. Cage culture of channel catfish in a heated effluent from

a power plant, Thomas Hill reservoir. Ph.D. Dissertation, Univ. Missoury,
Columbia. 98 pp.

Clemens, H. P., and K. E. Sneed. 1957. Spawning behavior of channel catfish,
Ictalurus punctatus. U.S. Fish Wild). Serv. Spec. Sci. Rep.-Fish. 219.
11 pp.

Cowardin, L. M., V. Carter, F. C. Golet, and E. T. LaRoe. 1979. <(Classifica-
tion of wetlands and deepwater habitats of the United States. U.S.D.I.
Fish and Wildlife Service. FWS/085-79/31. 103 pp.

Cross, F. B., and J. T. Collins. 1975. Fishes in Kansas. Univ. Kansas Mus.
Nat. Hist. Publ. Educ. Ser. 3. 180 pp.

Davis, J. 19%9. Management of channel catfish in Kansas. Univ. Kansas Mus.
Nat. Hist. Misc. Publ. 21. 56 pp.

Davis, J. T., and L. E. Posey, Jr. 1958. Length at maturity of channel
catfish (Tctalurus lacustris) in Louisiana. Proc. Southeastern Assoc.
Game and Fish. Commissioners 21:72-74.

26



Finnell, J. C., and R. M. Jenkins. 1954. Growth of channel catfish in
Oklahoma waters: 1954 revision. Oklahoma Fish. Res. Lab., Rept. 41.
37 pp. (Cited in Miller 1966.)

Hynes, H. B. N. 1970. The ecology of running waters. Univ. Toronto Press,
anada. 555 pp.

Jenkins, R. M. 1870. The influence of engineering design and operation and
other environmental factors on reservoir fishery resources. Water
Resources Bull. 6(1):110-119.

Jenkins, R. M. 1974. Reservoir management prognosis: migraines or miracles.
Proc. Southeastern Assoc. Game and Fish Commissioners 27:374-385.

Jenkins, R. M. 1976. Prediction of fish production in Oklahoma reservoirs on
the basis of environmental variables. Ann. Oklahoma Acad. Sci. 5:11-20.

Jenkins, R. M., and D. 1. Morais. 1971. Reservoir sport fishing effort and
harvest in relation to environmental variables. Pages 371-384 in G. E.

Hall, ed. Reservoir fisheries and limnology. Am. Fish. Soc. Spec.
Publ. 8.

Jester, D. B. 1971. Effects of commercial fishing, species introductions,
and drawdown control on fish populations in Elephant Butte Reservoir, New
Mexico. Pages 265-285 in G. E. Hall, ed. Reservoir fisheries and
Yimnology. Am. Fish. Soc. Spec. Publ. 8.

Lawler, R. E. 1960. Investiqations of the channel catfish of Utah Lake. Utah
State Dept. Fish Game. Inform. Bull. 60-8. 69 pp.

Leidy, G. R., and R. M. Jenkins. 1977. The development of fishery compart-
ments and population rate coefficients for use in reservoir ecosystem
modeling. Contract Report Y-77-1, prepared for Office, Chief of
Engineers, U.S. Army, Washington, D.C. 72 pp.

Macklin, R., and S. Soule. 1964. Feasibility of establishing a warmwater
fish hatchery. Calif. Fish Game, Inland Fish. Admin. Rept. 64-14.
13 pp. (Cited in Miller 1966.)

Marzolf, R. C. 1957. The reproduction of channel catfish in Missouri ponds.
J. Wildl. Manage. 21(1):22-28.

McCall, T. C. 1977. Movement of channel catfish, lctalurus punctatus, in
Cholla Lake, Arizona, as determined by ultrasonic tracking. Western
Assoc. Game Fish. Comm. 57:359-366.

McCammon, G. W. 1956. A tagging experiment with channel catfish (Ictalurus
punctatus) in the lower Colorado River. Calif. Fish Game 42(4):323-335.

McCammon, G. W., and D. A. LaFaunce. 1961. Mortality rates and movement in

the channel catfish population of the Sacramento Valley. Calif. Fish
Game 47(1):5-26.

27



Miller, E. E. 1966. Channel catfish. Pages 440-463 in A. Calhoun, ed.

Inland fisheries management. (Calif. Fish Game Res. Agency, Sacramento.
546 pp.

Minckley, W. L. 1973. Fishes of Arizona. Arizona Fish Game Publ., Phoenix.
293 pp.

Moore, G. A. 1968. Vertebrates of the United States. McGraw-Hill, New York.

Moss, 0. D., anag D. C. Scott. 1961. Dissolved oxygen requirements of three
species of fish. Trans. Am. Fish. Soc. 90(4):377-393.

Perry, W. G. 1973. Notes on the spawning of blue and channel catfish in
brackish water ponds. Prog. Fish-Cult. 35(3):164-166.

Perry, W. G., and J. W. Avault. 1968. Preliminary experiments on the culture
of blue, channel, and white catfish in brackish water ponds. Proc.
Southeastern Assoc. Game and Fish Commissioners 22:396-406.

Pflieger, W. L. 1971. A distributional study of Missouri fishes. Univ.
Kansas Mus. Nat. Hist. Publ. 20(3):225-570.

Pflieger, W. L. 1975  Fishes of Missouri. Missouri Dept. Conserv. Publ.,
Columbia. 343 pp.

Randolph, K. N., and H. P. Clemens. 1976. Some factors influencing the

feeding behavior of channel catfish in culture ponds. Trans. Am. Fish.
Soc. 105(6):718-724.

Ryder, R. A. 1965. A method for estimating the potential fish production of
north-temperate lakes. Trans. Am. Fish. Soc. 94(3):214-218.

Ryder, R. A., S. R. Kerr, K. H. Loftus, and H. A. Regier. 1974. The morpho-

edaphic index, a fish yield estimator - review and evaluation. J. Fish.
Res. Board Can. 31(5):663-688.

Scott, W. B., and E. J. Crossman. 1973. Freshwater fishes of Canada. Fish.
Res. Board Can. Bull. 184. 966 pp.

Shrable, J. B., 0. W. Tiemeier, and C. W. Deyoe. 1969. Effects of temperature
on rate of digestion by channel catfish. Prog. Fish~Cult. 31(3):131-138.

Sigler, W. F., and R. R. Miller. 1963. Fishes of Utah. Utah Fish Game, Salt
take City. 203 pp.

Simco, 0. A., and f. B. Cross. 1966. Factors affecting growth and production

of channel catfish, Ictalurus punctatus. Univ. Kansas Mus. Nat. Hist.
Publ. 17(4):191-256.

tarostka, V. J., and W. R. Nelson. 1974. Channel catfish in Lake Oahe. U.S.
Fish Wild). Serv. Tech. Pap. 81. 13 pp.

28



Stauffer, J. R., Jr., K. L. Dickson, J. Cairns, Jr., W. F. Calthoun, M. T.
Masnik, and R. H. Myers. 1975, Summer distribution of fish species in
the vicinity of a thermal discharge, New River, Virginia. Arch.
Hydrobiol. 76(3):287-301.

Trautman,K M. B. 1957. Fishes of Ohio. Ohio State Univ. Press. 683 pp.

Walburg, C. H. 1971. Loss of young fish in reservoir discharge and year-class
survival, lewis and Clark Lake, Missouri River. Pages 441-448 in G. E.
Hall, ed. Reservoir fisheries and limnology. Am. Fish. Soc. Spec.
Publ. 8.

walburg, C. H. 1975. Food of young~of-year channel catfish in Lewis and
Clark Lake, a Missouri River reservoir. Am. Midl. Nat. 93(1):218-221.

Walden, H. T. 1964. Ffamiliar freshwater fishes of America. Harper and Row,
New York. 324 pp.

west, B. W. 1966. Growth, food conversion, food consumption and survival at
various temperatures of the channel catfish, Ictalurus punctatus
(Rafinesque). M.S. Thesis. Univ. Arkansas, Fayetteville. (Cited in
Shrable et a). 1969.)

Ziebell, C. 1973. Ultrasonic transmitters for tracking channel! catfish.
Prog. Fish-Cult. 35(1):28-32.

29



APPENDIX B-1. NATIONAL LIST OF OMNIVORE FISH SPECIES.

Common name

Gizzard shad
Threadfin shad
Central mudminnow
Eastern mudminnow
Mexican tetra
Longfin dace
Goldfish

Grass carp

Common carp
Silverjaw minnow
Alvord chub

Utah chub

Tui chub

Blue chub

Sonora chub

Yaqui chub

Speckled chub
Blotched chub

California roach
Virgin spinedace
Hardhead

Bluehead chub
Golden shiner
White shiner
Common shiner
Bigmouth shiner
Blacknose shiner
Spottail shiner
Swallowtail shiner
Sand shiner
Skygazer shiner
Mimic shiner
Blackside dace
Northern redbelly dace
Southern redbelly dace
Bluntnose minnow
Fathead minnow
Blacknose dace
Speckled dace
Redside shiner
Creek chub

River carpsucker
Quillback

Highfin carpsucker
Utah sucker
Longnose sucker
Bluehead sucker
Owens sucker
Flannelmouth sucker
Largescale sucker
Sacramento sucker

Latin name

Dorosoma cepedianum
Dorosoma petenense
Umbra limi

Umbra pygmaea

Astyanax tetra

Agosia chrysogaster
Carassius auratus
Ctenopharyngodon idella
Cyprinus carpio
Ericymba buccata

Gila alvordensis

Gila atravia

Gila bicolor

Gila coerulea

Gila ditaenia

Gila purpurea

nybopsis aestivalis
ybopsis insignis
Lavinia symmetricus
Lepidomeda mollispinis
Mylopharoden conocephaius
Nocomis leptocephailus
Notemigonus crysoleucas
Notropis albeolus
Notropis cornutus
Notropis dorsalis
Notropis heterolepis
Notropis hudsonius
Notropis procne
Notropis stramineus
Notropis uranoscopus
Notropis volucellus
Phoxinus cumberlandensis
Phoxinus eos

Phoxinus erythrogaster
Pimephales notatus
Pimephales promelas
Rhinichthys atratulus
Rhinichthys osculus
Richardsonius balteatus
Semotilus atromaculatus
Carpiodes carpio
Carpiodes cyorinus
Carpiodes velifer
Catostomus ardens
Catostomus catostomus
Catostomus discobolus
Catostomus fumeiventris
Catostomus latipinnis
Catostomus macrocheilus
Catostomus occidentalis



Mountain sucker
Rio grance sucker
Tahoe sucker

Blue sucker
Smalimouth buffalo
Black buffalo
Oriental weatherfish
Snail bullhead
Black bullhead
Yellow bullhead
Flat bullhead
Channel catfish
Walking catfish
Chinese catfish
Desert pupfish
Sheepshead minnow
Plains killifish
Porthole livebearer
Gila topminnow
Pinfish

Black acara

Rio grande perch
Firemouth
Jewelfish
Mozambique tilapia
Redbelly tilapia
Shiner perch

Catostomus platyrhyncus
Catostomus plebeius
Catostomus tahoensis
Cycleptus elongatus
Ictiobus bubalus
Ictiobus niger

Misgurnus anguillicaudatus
Ictalurus brunneus
Ictalurus melas
Ictalurus natalis
[calurus platycephalus
Ictalurus punctatus
Clarias batrachus
Clarias fuscus
Cyprinodon macularius
Cyprinodon variegatus
Fundulus zebrinus
Poeciliopsis gracilis
Poeciliopsis occidentalis
Lagodon rhomboides
Cichlasoma bimaculatum
Cichlasoma cyanoguttatum
Cichlasoma meeki
Hemichromis bimaculatus
Tilapia mossambica
Tilapia 21114
Cymatogaster aggregata



APPENDIX B-2. NATIONAL LIST OF TOP CARNIVORE FISH SPECIES.

Common name

Bull shark
Alligator gar
Spotted gar
Longnose gar
Florida gar
Shortnose gar
Bowfin

Machete
Ladyfish
Tarpon
Skipjack herring
Hickory shad
Pink salmon
Chum salmon
Coho salmon
Sockeye salmon

Chinook salmon
Golden trout

Arizona trout
Cutthroat trout
Rainbow trout
Atlantic salmon
Brown trout
Arctic char

Bull trout

Brook trout
Dolly varden
Lake trout
Inconnu

Redfin pickerel
Grass pickerel
Northern pike
Muskellunge
Chain pickerel
Sacramento squawfish
Colorado squawfish
Northern squawfish
Umpqua squawfish
Flathead catfish
Burbot

Fat snook

Tarpon snook
Snook

White bass
Striped bass
Yellow bass

Rock bass
Roanoke bass
Redeye bass
Smallmouth bass
Suwanee bass

Latin name

Carcharhinus leucas
Atractosteus spatula
Lepisosteus oculatus
Lepisosteus osseus
Lepisosteus platyrhincus
Lepisosteus platostomus
Amia calva

Elops affinis

Elops saurus _
Megalops atlanticus
Alosa chrysochloris
Alosa mediocris
Oncorhynchus gorbuscha
Oncorhynchus keta
Oncorhynchus kisutch
Oncorhynchus nerka

Oncorhynchus tshawytscha
Salmo aguabonita

Salmo apache

Salmo clarki

Salmo gairdneri

Salmo salar

Salmo trutta
Salvelinus alpinus
Salvelinus confluentus
Salvelinus fontinalis
Salvelinus malma
Salvelinus namaycush
Stenodus leucichthys
Esox americanus americanus

Esox americanus vermiculatus

Esox lucius

Esox masquinongy

Esox niger
Ptychocheilus grandis
Ptychocheilus lucius
Ptychocheilus oregonensis
Ptychocheilus umpquae
Pylodictis olivaris
Lota lota

Centropomus parallelus
Centropomus pectinatus
Centropomus undecimalis
Morone chrysops

Morone saxatilis

Morone mississippiensis
Ambloplites rupestris
Ambloplites cavifrons
Micropterus coosae
Micropterus dolomieui
Micropterus notius



Spotted bass
Largemouth bass
Guadalupe bass
White crappie
Black crappie
Yellow perch
Sauger

Walleye

Gray snapper
Freshwater drum
Spotted seatrout
Red drum
Goldeye

White catfish
Blue catfish
Tucunare
Snakehead

Micropterus punctulatus
Micropterus salmoides
Micropterus treculi
Pomoxis annularis
Pomoxis nigromaculatus
Perca flavescens
Stizostedion canadense
Stizostedion vitreum
Lutjanus griseus
Aplodinotus grunniens
Cynoscion nebulosus
Sciaenops ocellatus
Hiodon alosoides
Ictalurus catus
Ictalurus furcatus
Cichla ocellaris
Channa striata



Arct1c cisco
LaKe Nn]IET1SH
Bloater

Kiyi

Bering cisco
Broad whitefish
Humpback whitefish
Shortnose cisco
Least cisco
Shortjaw cisco
Pink salmon
Chum salmon
Coho salimon

Sockeye salmon
Chinook salmon
P whitefish
R%gﬂg whitefish

Mountain whitefish
Gnaldan trout
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Arizona trout

Cardhmaatr $rnnd
\lubb'll vatuv '-l [

JS S

HFC(1C cnar

8ull trout

Brook trout
Dolly varden
Lake trout
Inconnu

Arctic grayling
Largescale stoneroller
Redside dace
Cutlips minnow
Bigeye chub
River chub
Pallid shiner
Pugnose shiner
Rosef1n shiner
Bigeye shiner
Pugnose minnow
Whitetail shiner

LA LA B R >

Blackchin shiner
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Spottail shiner
Sailfin shiner
Tennessee shiner
Yeilowfin shiner
0zark minnow
Ozark shiner

Latin name

NATIONAL LIST OF INTOLERANT FISH SPECIES.

Carannnue
LOregunus

Coregonus
Coregonus
Coregonus
Coregonus
Coregonus
Coregonus
Coregonus

Coregonus

laurettae
nasus

pidschian
reighardi

Coregonus sardinella
Coregonus zenithicus
Oncorhynchus gorbuscha
Oncorhynchus keta
Oncorhynchus kisutch
Oncorhynchus nerka
Oncorhnchus tshawytscha
Prosopium coulteri
Prosopium cylindraceum
Prosopium williamsoni
Salmo aguabonita

Salmo apache

Salmo clarki

ARl

Salmo gairdneri

Calmn calar
Jalun sailqat

Salmo trutta
Salvelinus a
Salvelinus co
Salvelinus fon
Salvelinus malma
Saivelinus namaycush
Stenodus leucichthys
Thymallus arcticus
Campostoma oligolepis
Clinostomus elongatus
Exoglossum maxillingua
Hybobsis amblops
Nocomis micropogon
Notropis amnis
Notropis anogenus
Notropis ardens
Notropis boops

Noropis emiliae
Notropis galacturus

Notrop1s heterodon
Notropis heterolepis

Noropis hudsonius
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Silver shiner
Duskystripe shiner
Rosyface shiner
Safron shiner
Flagfin shiner
Telescope shiner
Topeka shiner
Mimic shiner
Steelcolor shiner
Coosa shiner
Bleeding shiner
Bandfin shiner
Blackside dace
Northern redbelly dace
Southern redbelly dace
Blacknose dace
Pearl dace

Alabama hog sucker
Northern hog sucker
Roanoke hog sucker
Spotted sucker
Silver redhorse
River redhorse
Black jumprock

Gray redhorse

Black redhorse
Rustyside sucker
Greater jumprock
Blacktail redhorse
Torrent sucker
Striped jumprock
Greater redhorse
0zark madtom
Elegant madtom
Mountain madtom
Slender madtom
Stonecat

Black madtom

Least madtom
Margined madtom
Speck led madtom
Brindled madtom
Freckiebelly madtom
Brown madtom
Roanoke bass

Ozark rockbass

Rock bass

Longear sunfish
Darters

Darters

Darters

Sculpins

0'opu alamoo (goby)
O'opu nopili (goby)
0'opu nakea (goby)

Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Notropis
Phoxinus
Phoxinus
Phoxinus

photogenis
pilsbryi
rubellus
rubricroceus
signipinnis
telescopus
topeka
volucellus
whipplei
xaenocephalus
zonatus
zonistius
cumberlandensis
eos
erythrogaster

Rhinichthys atratulus

Semotilus
Hypenteli
Hypenteli
Hypenteli
Minytrema
Moxostoma
Moxostoma
Moxostoma
Moxostoma
Moxoatoma
Moxostoma
Moxostoma
Moxostoma
Moxostoma
Moxostoma
Moxostoma
Noturus a

Noturus e
Noturus e

Noturus e
Noturus f
Noturus f
Noturus h
Noturus i
Noturus 1

margarita
um etowanum
um nigricans
um roanokense
melanops
anisurum
carinatum
cervinum
congestum
duquesnei
hamiltoni
lachneri
poecilurum
rhothoecum
rupiscartes
valenciennesi
1bater
legans
leutherus
xilis
lavus
unebris
i ldebrandi
nsignis
eptacanthus

Noturus miurus
Noturus munitus

Noturus p

haeus

Ambloplites cavifrons
Ambioplites constellatus
Ambloplites rupestris
Lepomis megalotis
Ammocrypta sp.
Etheostoma sp.
Percina sp.

Cottus sp.

Lentipes concolor
Sicydium stimpsoni
Awaous stamineus
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FOREWORD

The Technical Support Manual: Water Body Surveys and Assessments for
Conducting Use Attafnability Analyses 1in Estuarine Systems contains
guidance prepared by EPA To assist States n impTementing the revised Water
Quality Standards Regulation (48 FR 51400, November 8, 1983). This
document addresses the unique characteristics of estuarine systems and
supplements the Technical Support Manual: Water Body Surveys and
Assessments for Conducting Use Attainability Analyses {EPA, November,
1983).  The central purpose of these documents is to provide guidance to
assist States in answering three central quastions:

(1) What are the aquatic protection uses currently being achieved in the
water body?

(2) What are the potential uses that can be attained based on the
physical, chemical and biological characteristics of the waterbody?
and

(3) What are the causes of any impairment of the uses?

Consideration of the suitability of a water body for attaining a given use
is an integral part of the water quality standards review and revision
process. EPA will continue to provide guidance and technical assistance to
the States in order to improve the scientific and technical bases of water
quality standards decisfons. States are encouraged to consult with EPA at
the beginning of any standards revision project to agree on appropriate
methods before the analyses are initiated, and to consult frequently as
they are conducted.

Any questions on this guidance may be directed to the water quality
standards coordinators located in each of the EPA Regional Offices or to:

Elliot Lomnitz

Criteria and Standards ULivision (WH-585)
401 M Street S.W.

Washington, D.C. 20460

/ﬁ——“\/é ':;/(_-_
Steven Schatzow, Director
Office of Water Regulations and

Standards
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CHAPTER I
INTRODUCTION

EPA's Office of Water Regulations and Standards has prepared guidance to
accompany changes to the Water Quality Standards Regulation (48 FR 51400).
Programmatic guidance has been compiled and published in the Water Quality
Standards Handbook (EPA, December 1983). This document discusses the water
quality review and revision process; general programmatic guidance on
mixing zones, flow, and -economic considerations; wuse attainability
analyses; and site specific criteria.

One of the major pieces of guidance in the Handbook {is "Water Body Surveys
and Assessments for Conducting Use Attainability Analyses." This guidance
lays out the general framework for designing and conducting a use
attainability analysis, whose objective is to answer the questions:

1. What are the aquatic life uses currently being achieved in the
water body?

2. What are the potential uses that can be attained, based on the
physical, chemical and biologica) characteristics of the water
body?

3. What are the causes of impairment of the uses?

Technical gquidance on conducting water body surveys and assessments was
provided 1in the Technical Support Manual: Water Body Surveys and
Assessments for Conducting Use Attainability Analyses (EPA, November 1983)
1n response to requests by several States for additional information. The
Technical Support Manual essentially provides methods and tools for
freshwater evaluations, but does not cover estuarine water bodies. The
chapters presented in this volume address those considerations which are
unique to the estuary. Those factors which are common to the freshwater
and the estuarine system -- chemical evaluations in particular, are not
discussed in this volume. Thus it is important that those who will be
involved in the water body survey should also consult the 1983 Technical
Support Manual. The methods and procedures offered in these guidance
documents are optional and the States may apply them selectively, or they
may use their own techniques or methods for conducting use attainability
analyses.

The technical material presented in this volume deals with the major
physical, chemical and biological attributes of the estuary: tides and
currents, stratification, substrate characteristics; the importance of
salinity, dissolved oxygen and nutrient enrichment; species diversity,
plant and animal populations, and physiological adaptations which permit
freshwater or marine organisms to survive in the estuary.

Given that estuaries are very complex receiving waters which are highly

variable in description and are not absolutes in definition, size, shape,
aquatic life or other attributes, those who will be performing use
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attainability analyses on estuarine systems should consider this volume as
a frame of reference from which to initiate study design and execution, but
not as an absolute guide.
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CHAPTER 11

PHYSICAL AND CHEMICAL CHARACTERISTICS

INTRODUCTION

The term estuary is generally used to denote the lower reaches of a river
where tide and river flows interact. The generally accepted definition for

an estuary was provided by Pritchard in 1952: "An estuary is a semi-
enclosed coastal body of water having a free connection with the open sea
and containing a measureable quantity of seawater." This description has

remained remarkably consistent with time and has undergone only minor
revisions {(Emery and Stevenson, 1957; Cameron and Pritchard, 1963). To
this day, such qualitative definitions are the most typical basis for
determining what does and what does not constitute an estuary.

Estuaries are perhaps the most important social, economic, and ecologic
regions in the United States. For example, according to the Department of
Commerce (DeFalco, 1967}, 43 of the 110 Standard Metropolitan Statistical
Areas are on estuaries. Furthermore, recent studies indicate that many
estuaries, including Delaware Bay and Chesapeake Bay, are on the decline.
Thus, the need has arisen to better understand their ecological functions
to define what constitutes a "healthy" system, to define actual and
potential uses, to determine whether designated uses are impaired, and to
determine how these uses can be preserved or maintained. This is the basis
for the Use Attainability Analysis.

As part of such a program, there is a need to define impact assessment pro-
cedures that are simple, in light of the wide variability among estuaries,
yet adequately represent the major features of each system studied.
Estuaries are three-dimensional waterbodies which exhibit variations in
physical and chemical processes in all three directions {longitudinal,
vertical, and lateral) and also over time. However, following a careful
consideration of the major physical and chemical processes and the time
scales involved in use assessment, one can often define a simplified
version of the prototype system for study.

In this chapter, a discussion is presented of important estuarine features
and of major physical processes. A description of chemical evaluations is
also presented, although the discussion herein is very limited since an
extensive presentation was 1included in the earlier YU.S. EPA Technical
Support Manual (U.S. EPA November 1983). From this background, guidance
for use attainability evaluations is given which considers the various
assumptions that may be made to simplify the complexity of the analysis,
while retaining an adequate description of the system. Finally, a frame-
work for selecting appropriate desk-top and computer models for use
attainability evaluations is outlined.

PHYSICAL PROCESSES

Introduction

Estuarine flows are the result of a complex interaction of:
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tides,

wind shear,

freshwater inflow (momentum and buoyancy),
topographic frictional resistance,
Coriolis effect,

vertical mixing, and

horizontal mixing.

OO0 0000 O0

In performing a use attainability study, one must simplify the complex
prototype system by determining which of these effects or combination of
effects is most important at the time scale of the evaluation. To do this,
it is necessary to understand each of these processes and their impacts on
the evaluation. A complete description of all of the above is beyond the
scope of this report. Rather, {llustrated are some of the features of each
process, particularly in terms of magnitude and time scale.

Tides

Tides are highly variable throughout the United States, both in ampl{tude
and phase. Figure II-1 (NOAA 1983) shows some typical tide curves along
the Atlantic, Gulf of Mexico, and Pacific Coasts. Tidal amplitude can vary
from 1 foot or less along the Gulf of Mexico (e.g., Pensacola, Florida) to
over 30 feet in parts of Alaska (e.g., Anchorage) and the Maritime
Provinces of Canada (e.g., the Bay of Fundy). Tidal! phasing is a
combination of many factors with differing periods. However, in the United
States, most tides are predominantly based on 12.5-hour (semidiurnal), 25-
hour (diurnal) and 4-day (semi-lunar) combinations. In some areas, such as
Boston (Figure II-1), the tide is predominantly semidiurnal with 2 high
tides and 2 low tides each day. In others, such as along the Gulf of
Mexico, the tides are more typically mixed.

Tidal power is directly related to amplitude. This potential energy source
can promote increased mixing through increased velocities and interactions
with topographic features.

Wind

In many exposed bays or estuaries, particularly those in which tidal
forcing is smaller, wind shear can have a tremendous impact on circulation
patterns at time scales of a few hours to several days. An example fis
Tampa Bay on the West Coast of Florida, where tidal ranges are
approximately 3 feet, and the terrain is generally quite flat. Wind can be
produced from localized thunderstorms of a few hours duration, or from
frontal movements with durations on the order of days. Unlike tides, wind
is unpredictable in a real time sense. The usual approach to studying wind
driven circulations is to develop a wind rose (Figure 1I1-2) from local
meteorological data, and base the study of impacts on statistically
significant magnitudes and directions, or on winds that might produce the
most severe impact.
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Freshwater Inflows

Freshwater inflows from a major riverine source can be highly variable from
day to day and season to season. At the shorter time scale, the river may
be responding to a localized thunderstorm, or the passage of a front. In
many areas, however, the frequency of these events tends to group into a
season (denoted the wet season) which is distinct from the remainder of the
year (the dry season). The average monthly streamflow distributions in
Figure I1I-3 illustrate that in Virginia the wet season is typically from
December to May and comes mainly from portal systems. In Florida, however,
the trend 1is reversed, with the wet season coinciding with the summer
months when localized thunderstorms predominate.

It is important to consider the effect of freshwater flows on estuarine
circulation, because streamflow is the only major mechanism which produces
a net cross sectional flow over long averaging times. A common approach is
to represent the estuary as a system drive by net freshwater flows in the
downstream directory with other effects averaged out and lumped into a
dispersion-type parameter. When using this assumption to evaluate the
estuary system, one must weigh the consequences very carefully.

Freshwater is less dense and tends to "float" over seawater. In some
cases, freshwater may produce a residual 2-layer flow pattern {such as in
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the James Estuary (Virginia) or Potomac Rivers) or even a 3-layer flow
pattern {(as in Baltimore Harbor). The danger is to treat such a distinctly
2-layer system as a cross-sectionally averaged, river driven system, and
then try to explain why pollutants are observed upstream of a discharge
point when no mechanism exfsts to produce this effect using a one-

dimensional approach.

Friction
The estuary's topographic boundaries (bed and sides) produce frictional

dinea ~
resistance to local currents. In some estuaries with highly vari
geometries, this can produce a number of net nontidal (or tidally-averaged)
effects such as residual eddies near headlands or tidal rectification.
Pollutants trapped in residual eddies, perhaps from a wastewater treatment
plant outfall, may have very large residence times that are not predictable

SNt

from the system.

Coriolis Effect

In wide estuaries, the Coriolis effect can cause freshwater to adhere to
the right-hand bank (facing the open sea) so that the surface slopes upward
to the right of the flow. The interface has an opposite slope to maintain
geostrophic balance. For specific configurations and corresponding flow
regimes, the boundary between outflow and inflow may actually cut the
surface (Figure !I-4a). This is the case in the lower reaches of the St.
Lawrence estuary, for example, where the well-defined Gaspe current holds
against the southern shore and counter flow is observed along the northern
side. This effect {is augmented by tidal circulation which forces ocean
waters entering the estuary with the flood tide to adhere to the left side
of the estuary (facing the open sea), and the ebb flow to the right side.
Thus, as 1s often apparent from the surface salinity pattern in an estuary,
the outflow is stronger on the right-hand side (Figure II-4b). The exact
location and configuration of the saltwater/freshwater interface depends on
the relative magnitude of the forces at play. Quantitative estimates of
various mixing modes in estuaries are discussed below.

Vertical Mixing

A1l mixing processes are caused by local differences in velocities and by
the fact that liquids are viscous (i.e., possess internal friction). In
the vertical direction, the most common mixing occurs between riverine
fresh waters and the underlying saline ocean waters.

If there were no friction, freshwater would flow seaward as a shallow layer
on top of the seawater. The layer would become shallower and the velocity
would decrease as the estuary widened toward its mouth. Friction between
the two types of water requires a balancing pressure gradient down-estuary,
explaining the salt wedge formation which deepens toward the mouth of the
estuary, as seen in Figure II-5. Friction also causes mixing along the
interface. A particularly well-defined salt wedge is observed in the
estuary of the Mississippi River.
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Down-estuary. tion {(ppt).
Figure 11-4. Net Inflow and Outflow in a Tidal Estuary, Northern
Hemisphere.

1f significant mixing does not occur along the freshwater/saltwater inter-
face, the layers of differing density tend to remain distinct and the
system is sajd to be highly stratified in the vertical direction. If the
vertical mixing 1{s relatively high, the mixing process can almost
completely break down the density difference, and the system is called
wel1-mixed or homogeneous.

In sections of the estuary where there is a significant difference between

surface and bottom salinity levels over some specified depth {e.g., differ-
ances of about 5 ppt or greater over about a 10 foot depth), the water

column 1s regarded as highly stratified. An important impact of vertical
stratification on use attainability {¢ that the vertical density differ-

ences significantly reduce the exchange of dissolved oxygen and other
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interface, to replenish 00 that is consumed as a result of organic
materials nlbnfﬁ the water column and bottom sediments. In sections of the

estuary exhibiting significant ver ticai stratification, vertical mixing of

_____ a .

00 contributed D_Y reaeration is Yimited to the low saiin
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As a result, persistent stratified conditions can cause the DO concentra-
tion in bottom water to fall to levels that cause stress on or mortality to
the resident communities of benthic organisms.

Another potential impact of vertical stratification is that anaerobic con-
ditions in bottom waters can result in increased release of nutrients such
as phosphorus and ammonia-nitrogen from bottom sediments. During later
perfods or in sections of the estuary exhibiting reduced levels of
stratification, these increased bottom sediment contributions of nutriedts
can eventually be transported to the surface water layer. These increased

HEAD MOUTH

OUTFLOW
——e

MIXING

]

)

4J SALINITY
DISTRIBUTION (S)

Figure I1-5. Layered Flow in a Salt-wedge Estuary (Longitudinal Profile).
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nutrient loadings on surface waters can result in higher phytoplankton con-
centrations that can exert diurnal DO stresses and reduced light penetra-
tion for rooted aquatic plants. In summary, the persistence and areal
extent of vertical stratification is an important determinant of use at-
tainability within an estuary.

Horizontal Mixing

Mixing also occurs in the horizontal plane, although it is often neglected
in favor of vertical processes. As with vertical mixing, horizontal mixing
is caused by localized velocity variations and internal friction, or vis-
cosity. The velocity variations are usually produced by the interactions
of topographic and bed or side frictional effects, resulting in eddies of
varying sizes. Thus, horizontal constituent distributions tend to be broken
down by differential advection, which when viewed as an average advection
(1aterally, or cross-sectionaiiyi is called dispersion.

ESTUARINE CLASSIFICATION

Introduction

It is often useful to consider some broad classifications of estuaries,
particularly in terms of features and processes which enable us to analyze
them in terms of simplified approaches. The most commonly used groupings
are based on geomorphology, stratification, circulation patterns, and time
scales.

Geomorphotogical Classification

Over the years, a systematic structure of geomorphological classification
has evolved. Dyer (1973) and Fischer et al. (1979) identify four groups:

o Drowned river valleys (coastal plain estuaries),

o Fjords

0 Bar-built estuaries, and

0 Other estuaries that do not fit the first three classifications.
Typical examples of North American estuaries are presented in Table II-1.
Coastal plain estuaries are generally shallow with gently sloping bottoms,
with depths increasing uniformly towards the mouth. Such estuaries have
usually been cut by erosion and are drowned river valleys, often displaying
a dendritic pattern fed by several streams. A well-known example is
Chesapeake Bay. Coastal plain estuaries are usually moderately stratified
(particularly in the old river valley section) and can be highly influenced
by wind over short time scales.
Bar built estuaries are bodies of water enclosed by the deposition of a

sand bar off the coast through which a channel provides exchange with the
open sea, usually servicing rivers with relatively small discharges. These
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Degree of
Stratification

TABLE II-1.
Dominant
Type Long-Term Process
Coastal River Flow
Plain
Bar Built Wind
Fjords Tide
Other Estuaries Various

Moderate

Low or None

High

Yarious

I1-10

TOPOGRAPHIC ESTUARINE CLASSIFICATION

Examples

Chesapeake Bay, MD/VA
James River, VA

Potomac River, MD/VA
Delaware Estuary, DE/NJ
New York Bight, NY

Little Sarasota Bay, FL
Apalachicola Bay, FL
Galveston Bay, TX
Roanoke River, VA
Albemarle Sound, NC
Pamlico Sound, NC

Alberni Inlet, B.C.
Silver Bay, AL

San Francisco Bay, CA
Columbia River, WA/OR



are usually unstable estuaries, subject to gradual seasonal and cata-
strophic variations in configuration. Many estuaries in the Gulf Coast and
Lower Atlantic Regions fall into this category. They are generally a few
meters deep, vertically well mixed and highly influenced by wind.

Fjords are characterized by relatively deep water and steep sides, and are
generally long and narrow. They are usually formed by glaciation, and are
more typical in Scandinavia and Alaska than the contiguous United States.
There are examples along the Northwest Pacific Ocean, such as Alberni Inlet
in British Columbia. The freshwater streams that feed a fjord generally
pass through rocky terrain. Little sediment is carried to the estuary by
the streams, and thus the bottom is likely to be a clean rocky surface.
The deep water of a fjord is distinctly cooler and more saline than the
surface layer, and the fjord tends to be highly stratified.

The remaining estuaries not covered by the above classification are usually
produced by tectonic activity, faulting, landslides, or volcanic eruptions.
An example is San Francisco Bay which was formed by movement of the San
Andreas Fault System (Dyer, 1973).

Stratification

A second classification of estuaries is by the degree of observed strati-
fication, and was developed originally by Pritchard (1955) and Cameron and
Pritchard (1963). They considered three groupings (Figure 11-6):

o The highly stratified {salt wedge) type
0 Partially mixed estuary
0 Vertically homogeneous estuary

Such a classification is intended for the general case of the estuary
influenced by tides and freshwater inflows. Shorter term events, such as
strong winds, tend to break down highly stratified systems by inducing
greater vertical mixing. Examples of different types of stratification are
presented in Table II-2.

In the stratified estuary (Figure 1l-6a), large freshwater inflows ride
over saltier ocean waters, with little mixing between layers. Averaged
over a tidal cycle, the system usually exhibits net seaward movement in the
freshwater layer, and net landward movement in the salt layer, as salt
water is entrained into the upper layer. The Mississippi River Delta is an
example of this type of estuary.

As the interfacial forces become great enough to partially break down the
density differences, the system becomes partially stratified, or partially
well-mixed (Figure I1-6b). Tidal flows are now usually much greater than
river flows, and flow reversals in the lower layer may still be observed,
although they are generally not as large as for the highly stratified
system. Chesapeake Bay and the James River estuary are examples of this

type.
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TABLE II-2.

Iype
Highly Stratified

Partially Mixed

Yertically Homogeneous

River Discharge

Large

Medium

Small

I1-13

STRATIFICATION CLASSIFICATION

Examgles

Mississippi River, LA
Mobile River, AL

Chesapeake Bay, MD/VA
James Estuary, VA
Potomac River, MD/VA

Delaware Bay, DE/NJ
Raritan River, NJ
Biscayne Bay, FL
Tampa Bay,FL

San Francisco Bay, CA
San Diego Bay, CA



In a well mixed system (Figure II-6¢c), the river inflow is usually very
small, and the tidal flow is sufficient to completely break down the
stratification and thoroughly mix the system vertically. Such systems are
generally shallow so that the tidal amplitude to depth ratio is large and
mixing can easily penetrate throughout the water column. The Delaware and
Raritan River estuaries are examples of well-mixed systems.

Circulation Patterns

Circulation in an estuary (i.e., the velocity patterns as they change over
time) {is primarily affected by the freshwater outflow, the tidal inflow,
and the effect of wind. 1In turn, the difference in density between outflow
and inflow sets up secondary currents that ultimately affect the salinity
distribution across the estuary. The salinfty distribution is important in
that it affects the distribution of fauna and flora within the estuary. It
is also important because it is indicative of the mixing properties of the
estuary as they may affect the dispersion of pollutants, flushing proper-
ties, and additional factors such as friction forces and the size and
geometry of the estuary contribute to the circulation patterns.

The complex geometry of estuaries, in combination with the presence of
wind, the effect of the earth's rotation (Coriolis effect), and other
effects, often results in residual currents (i.e., of longer period than
the tidal cycle) that strongly influence the mixing processes in estuaries.
For example, uniform wind over the surface of an estuary produces a net
wind drag force which may cause the center of mass of the water in the
estuary to be displaced toward the deeper side since there is more water
there. Hence a torque is induced causing the water mass to rotate.

In the absence of wind, the pure interaction of tides and estuary geometry
may also cause residual currents. Ffor example, flood flows through narrow
inlets set up so-called tidal jets, which are long and narrow as compared
to the ebdb flows which draw from a larger area of the estuary, thus forcing
a residual circulation from the central part of the estuary to the sides
(Stomme! and Farmer, 1952). The energy available in the tide is in part
extracted to drive regular circulation patterns whose net result is similar
to what would happen if pumps and pipes were installed to move water about
in circuits. This is why this type of circulation is referred to as "tidal
pump;ng“ to differentiate from wind and other circulation (Fisher, et al.,
1979).

Tidal "trapping” is a mechanism -- present in long estuaries with side
embayments and small branching channels -- that strongly enhances
Jongitudinal dispersion. It is explained as follows. The propagation of
the tide in an estuary -- which represents a balance between the water mass
inertia, the hydraulic pressure force due to the slope of the water
surface, and the retarding bottom friction force -- results in main channel
tidal elevations and velocities that are not in phase. For example, high
water occurs before high slack tide and low water before low slack tide
because the momentum of flow in the main channel causes the current to
continue to flow against an opposing pressure gradient. In contrast, side
channels which have less momentum can reverse the current direction faster,
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thus "trapping”" portions of the main channel water which are then available
for further longitudinal dispersion during the next flood tide.

Time Scales

The consideration of the time scales of the physical processes being
evaluated is very important for any water quality study. Short-term
conditions are much more influenced by a variety of short-term events which
perhaps have to be analyzed to evaluate a "worst case" scenario. Longer
term (seasonal) conditions are influenced predominantly by events which are

averaged over the duration of that time scale.

The key to any study is to identify the time scale of the impact being
evaluated and then analyze the forcing functions over the same time scale.
As an example, circulation and mass transport in the upper part of
Chesapeake Bay can be wind driven over a period of days, but is river
driven over a period of one month or more. Table II-3 l1ists the major
types of forcing functions on most estuarine systems and gives some idea of
their time scales.

INFLUENCE OF PHYSICAL CHARACTERISTICS ON USE ATTAINABILITY

“Segmentation” of an estuary can provide a useful framework for evaluating
the influence of estuarine physical characteristics such as circulation,
mixing, salinity, and geomorphology on use attainability. Segmentation is
the compartmentalizing of an estuary 1into subunits with homogeneous
physical characteristics. In the absence of water pollution, physical
characteristics of different regions of the estuary tend to govern the
suitability for major water uses. Therefore, one major objective of
segmentation is to subdivide the estuary into segments with relatively
homogeneous physical characteristics so that differences in the biological
communities among similar segments may be related to man-made alterations.
Once the segment network is established, each segment can be subjected to a
use attainability analysis. 1In addition, the segmentation process offers a
useful management structure for monitoring conformance with water quality
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fed to several major receiving water systems, most notably
the Great Lakes .

segmentation scheme for use attainability evaluations is that the estuary
is a fluid system with only a few obvious boundaries, such as the sea
surface and the sediment-water interface. Boundaries fixed in space are to
be imposed on an estuarine system where all components are in communication
with each other following a pattern that is highly variable in time. Fixed
boundaries may seem unnatural to scientists, managers, and users, who are
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TABLE II-3.

Forcing Function

TIDE
One cycle
Neap/Spring
WIND
Thunderstorm
Frontal Passage
RIVER FLOW
Thunderstorm

Frontal Passage
Wet/Dry Seasons

TIME SCALES OF MAJOR PROCESSES

[I-16
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more likely to view the estuary as a continuum than as a system composed of
separable parts. The best approach to dealing with such concerns is a
segmentation scheme that stresses the dynamic nature of the estuary. The
scheme should emphasize that the segment boundaries are operationally
defined constructs to assist in understanding a changeable, intercommuni-
cating system of channels, embayments, and tributaries.

In order to account for the dynamic nature of the estuary, it is recommend-
ed that estuarine circulation patterns be a prominent factor in delineating
the segment network. Circulation patterns control the transport of and
residence times for heat, salinity, phytoplankton, nutrients, sediment, and
other pollutants throughout the estuary. Salinity should be another impor-
tant factor in delineating the segment network. The variations in salinity
concentrations from head of tide to the mouth typically produce a separa-
tion of biological communities based on salinity tolerances or preferences.

A segmentation scheme based upon physical processes such as circulation and
salinity should track very well with the major chemical and biological
processes. However, after developing a network based upon physical
characteristics, segment boundaries can be refined with available chemical
and biological data to maximize the homogeneity of each segment.

To illustrate the segmentation approach to evaluating relationships between
physical characteristics and use attainability, the segmentation scheme
applied to Chesapeake Bay is described below. While most of the estuaries
subjected to use attainability evaluations will be considerably smaller and
less diverse than Chesapeake Bay, the principles illustrated in the
following example can serve as useful guidance for most estuary evaluations
regardless of the spatial scale. Figure II-7 shows the main stem and
tributary segments defined for Chesapeake Bay by the U.S. Environmental
Protection Agency's Chesapeake Bay Program (U.S. EPA Chesapeake Bay
Program 1982). As may be seen, the segment network consists of eight main
stem segments designated by the prefix "CB" and approximately forty
segments covering major embayments and tributaries. The methodology for
delineating the main stem segments will be described first, followed by a
discussion of the major embayments and tributaries.

Starting at the uppermost segment and working down the main stem, the
boundary between CB-1 and CB-2 separates the mouth of the Susquehanna River
from the upper Bay and lies in the region of maximum penetration of sailt-
water at the head of the Bay. South of this region most freshwater
plankton would not be expected to grow and flourish, although some may be
continually brought into the area by the Susquehanna River.

The boundary between CB-2 and CB-3 is the southern limit of the turbidity
maximum, a region where suspended sediment causes light limitation of
phytoplankton production most of the year. This boundary also coincides
with the long-term summer average for the 5 parts per thousand (ppt)
salinity contour which is an important physiological parameter for oysters.

1he boundary between CB-3 and CB-4 is located at the Chesapeake Bay Bridge.

It marks the northern limit of the 10 ppt salinity contour and of deep
water anaerobic conditions in Chesapeake Bay stratification. In segment
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SEGMENTATION MaP

analysis.(from U.S.EPA Chesapeake Bay Program 1982)

Chesapeake Bay Program segments used in data

Fiqure I1-7.
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CB-4, water deeper than about 30 ft usually experiences oxygen depletion in
summer which may result in oxygenless conditions and hydrogen sulfide
production. When anaerobic conditions occur, these deep waters are toxic
to fish, crabs, shellfish, and other benthic animals. Due to the increased
release of nutrients from bottom sediments under oxygenless conditions, the
anaerobic layer is also rich in phosphorus and ammonia-N which may reach
surface waters by diffusion, mixing, and vertical advection either later in
the year or in less stratified sections of the Bay. In spring, the region

noar tha hridaa ig the gite where nhvtonlankton and fish larvae that Praun\
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in the deep layer from the Bay mouth are brought to the surface by a
combination of physical processes.

The boundary between CB-4 and CB-5 was established at a narrows. Below
this point, the Patuxent and Potomac Rivers intersect the main stem of the
Bay. It is characterized by average summer salinities of 12 to 13 ppt and
is located at the approximate midpoint of the area subject to bottom water
anaerobic conditions during the summer.

The boundary between (B-5 and C(B-6/7 approximates the 18 ppt salinity
contour and the southern limit of significant vertical stratification and
anaerobic conditions in the bottom waters. Most of the deeper areas of the
Bay are found in segment CB-5. As mentioned earlier, the bottom waters of
segments CB-4 and CB-5 experience considerable nutrient enrichment during
the summer when phosphorus and ammonia-N are released from bottom
sediments. This region also exhibits high nitrate-N concentrations in the
fall when the ammonifa-N accumulated in summer is oxidized. The southern
boundary of CB-5 also approximates the region where the elevated nitrate-N
concentrations from the relatively high streamflows during the spring
season becomes a critical factor in phytoplankton growth.

The boundary between CB-6 and CB-7 horizontally divides the lower Bay into
two regions with different circulation patterns. North of this boundary,
the Bay's density stratification results in two distinct vertical layers,
with bottom waters moving in a net upstream flow and the surface layer
flows moving Jownstream. Between this boundary and the Bay mouth the
density distribution tends toward a cross-stream {1.e., horizontal)
gradient rather than a vertical gradient. Net advective flows throughout a
vertically well-mixed water column tend to flow northward in segment CB-7
and southward in CB-6 and CB-8. This pronounced horizontal gradient also
exists across the Bay mouth. Thus, plankton and fish larvae are brought
into the Bay with the higher salinity ocean waters along the eastern side
of the lower Bay until they become entrained into the lower layer at
segment CB-5 and are transported up the Bay to grow and mature.

Eastern shore embayments such as Eastern Bay (EE-1), the subestuary of the
Choptank River (EE-2) and the Pocomoke and Tangier Sounds (EE-3) have
salinities similar to adjacent Bay waters, and they are shallow enough to
permit light penetration necessary for the growth of submerged aquatic
vegetation (SAVs). These areas provide shelter for many benthic inver-
tebrates and small fish which make an important contribution to the Bay's
rich environment.
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Boundaries have been delineated at the mouths of the Bay's major tributar-
ies. These boundaries define the sources of freshwater, sediment, nutri-
ents, and other constituents delivered to the main stem of the Bay. Along
these boundaries, frontal zones between the tributary and main stem waters
tend to concentrate detrital matter and nutrients, with circulation
patterns governing the transport of many organisms to this food source.

The major tributaries are further subdivided into three segment classifica-
tions: tidal fresh (TF), river estuarine transition zone (RET), and lower
subestuary (LE). The tidal fresh segments are biologically important as
spawning areas for anadromous and semianadromous fish such as the alewife,
herrings, shad, striped bass, white perch and yellow perch. There are also
freshwater species which are resident in these areas such as catfish,
minnows and carps. Algal blooms tend to be most prolific within the tidal
fresh zone. The extent of these blooms is dependent upon nutrient supply, a
range of factors such as retention time, and light availability. Mast of
the algal species that can flourish within tidal fresh segments are
inhibited as they encounter the more saline waters associated with the
transition zone.

The highest concentration of suspended solids is found at the interface of
fresh and saline waters and it approximates the terminus of density
dependent estuarine circulation. The area where this phenomenon occurs is
typically referred to as the "turbidity maximum" zone. The significance of
this area lies in its value as a sediment trap entraining not only material
introduced upstream but, additionally, material transported in bottom
waters from downstream. This mechanism also tends to concentrate any
material associated with the entrained sediment. For example, Xepone
accumulations within the James River estuary are highest in the turbidity
maximum zone.

The final segment type found within the major tributaries is identified as
the lower subestuary segment. This area extends from the turbidity maximum
to the point where the tributary intersects the main stem of the Bay.
Highly productive oyster bars are found in these segments. There is a
heavy concentration of oyster bars in the lower subestuaries because of the
favorable depth, salinities, and substrate. In general, the oyster bars
are located in depths of less than 35 feet in salinities greater than 7-8
ppt and on substrates which are firm. Seasonal depressions of dissolved
oxygen in bottom waters prevent the establishment of oyster bars in most
waters over 35 feet deep.

CHEMICAL PARAMETERS

This section provides a brief discussion of chemical indicators of aquatic
use attainment for estuaries. Three clarifications are necessary before
beginning this discussion. First, while it is useful to refer to these
parameters as ‘“chemical"” characteristics to distinguish them from the
physical and biological parameters in a use attainability evaluation, these
characteristics are traditionally referred to as water quality criteria and
are referred to as such in other sections of this report. Second,
chlorophyll-a is introduced in this section rather than in Chapter III
because it is the primary impact indicator for chemicals such as nitrogen
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and phosphorus. Third, because an extensive discussion of chemical . .er
quality indicators is presented in the earlier U.S. EPA Technical Support
Manual! (U.S. EPA November 1983), the discussion herein is very limite:.
Manual users who are interested in a more extensive discussion are referred
to the previous volume.

The most critical water quality indicators for aquatic use attainment in an
estuary are dissolved oxygen, nutrients and chlorophyll-a, and toxicants.
Dissolved oxygen (DO) is an important water quality indicator for all
fisheries uses. The DO concentration in bottom waters is the most critical
indicator of survival and/or density and diversity for most shellfish and
an important indicator for finfish. DO concentrations at mid-depth and
surface locations are also important indicators for finfish. In evaluating
use attafnability, assessments of DO impacts should consider the relative
contributions of three different sources of oxygen demand: (a)
photosynthesis/respiration demand from phytoplankton; (b) water column
demand; and (c) benthic oxygen demand. If use {mpafirment is occurring,
assessments of the significance of each oxygen sink can be used to evaluate
the feasibility of achieving sufficient pollution control to attain the
designated use.

Chlorophyll-a is the most popular indicator of algal concentrations and
nutrient overenrichment which in turn can be related to diurnal DO
depressions due to algal respiration. Typically, the control of phosphorus
levels can limit algal growth in the upper end of the estuary, while the
control of nitrogen levels can limit algal growth near the mouth of the
estuary; however, these relationships are dependent upon factors such as
N:P ratios and 1ight penetration potential which can vary from one estuary
to the next, thereby producing different 1imiting conditions within a given
estuary. Excessive phytoplankton concentrations, as indica*.d by
chlorophyll-a levels, can cause adverse DO f{impacts such as: (a) wide
diurnal variations in surface DO's due to daytime photosynthetic oxygen
production and nighttime oxygen depletion by respiration, and (b) depletion
of bottom DO's through the decomposition of dead algae. Thus, excessive
chlorophyll-a levels can deplete the oxygen resources required for bottom
water fisheries, exert stress on the oxygen resources of surface water
fisheries, and upset the balance of the detrital foodweb in the seagrass
community through the production of excessive organic matter.

Excessive chlorophyll-a levels also result in shading which reduces light
penetration for submerged aquatic vegetation. Consequently, the prevention
of nutrient overenrichment is probably the most important water quality
requirement for a healthy SAY community.

Blooms of certain phytoplankton can also be toxic to fish. For example,
blooms of the toxic “red tide" organism during the early 1970's resulted in
extensive fish kills in several Florida estuaries.

The nutrients of concern in the estuary are nitrogen and phosphorus. Thetir
sources typically are discharges from sewage treatment plants and indus-
tries, and runoff from urban and agricultural areas. Increased nutrient
levels lead to phytoplankton blooms and a subsequent reduction in DO
levels, as discussed above. In addition, algal blooms decrease the depth
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to which light is able to penetrate, thereby affecting SAV populations in
the estuary.

Sewage treatment plants are typically the major source of nutrients to
estuaries in urbanized areas. Agricultural land uses and urban land uses
represent significant nonpoint sources of nutrients. Often wastewater
treatment plants are the major source of phosphorus loadings while nonpoint
sources tend to be major contributors of nitrogen. In estuaries located
near high]y urbanized areas, municipal discharges probably will dominate
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ratios between 10:1 and 20:1, indicating phosphorus-limited algal growth.
Regions characterized by little or no SAV's (i.e., phytoplankton- dcminated
systems) or massive algal blooms had high nutrient concentratio and
significant varfations in the N:P ratios. Moving a system from ene c‘-ss

to another could involve either a reduction of the limiting nutrient (N or
P) or a reduction of the non-limiting nutrient to a level such that it
becomes 1imiting. For example, removal of P from a system characterized by
massive algal blooms could force it to become a more desirable

phytoplankton-dominated system with a higher N:P ratio.

Clearly the levels of both nitrogen and phosphorus are important deter-
minants of the uses that can be attained in an estuary. Because point
sources of nutrients are typically much more amenable to control than
nonpoint sources, and because nutrient (phosphorus) removal for municipal
wastewater discharges is typically less expensive than nitrogen removal
operations, the control of phosphorus discharges is often the method of
choice for the prevention or reversal of use impairment in the upper
estuary (i.e., tidal fresh zone). However, the nutrient control programs
for the upper estuary can have an adverse effect on phytoplankton growth in
the lower estuary (i.e., near the mouth) where nitrogen is typically the
critical nutrient for eutrophication control. This 1s because the
reduction of phytoplankton concentrations in the upper estuary will reduce
the uptake and settliing of the non-limiting nutrient which is typically
nitrogen, thereby resulting in increased transport of nitrogen through the
upper estuary to the Tower estuary where it is the 1imiting nutrient for
algal growth. The result is that reductions in algal blooms within the
upper estuary due to the control of one nutrient (phosphorus) can resuit in
increased phytoplankton concentrations in the lower estuary due to higher
levels of the uncontroiled nutrient (nitrogen). Thus, tradeoffs between
nutrient controls for the upper and lower estuary should be considered in
evaluating measures for preventing or reversing use impairment. The
Potomac Estuary {is a good examp1e of a system where tradeoffs between
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nutrient controls for the upper and lower estuary are being evaluated.

The impacts of toxicants such as pesticides, herbicides, heavy metals and
hlorinated effluents are beyond the scope of this volume. However, the
presence of certain toxicants in excessive concentrations within bottom
sediments or the water column may prevent the attainment of water uses
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(particularly fisheries propagation/harvesting and seagrass habftat uses)
in estuary segments which satisfy water quality criteria for DO,
chlorophyll-a/nutrient enrichment, and fecal coliforms. Therefore, poten-
tial interferences from toxic substances need also to be considered in a
use attainability study.

TECHNIQUES FOR USE ATTAINABILITY EVALUATIONS

Introduction

Use attainability evaluations generally follow the conceptual outline:
0 Determine the present use of the estuary,

0 Determine whether the present use corresponds to the designated
use,

o If the present use does not correspond to the designated use,
determine why, and

o Determine the optimal use for the system.

In assessing use levels for aquatic 1ife protection, the first two items
are evaluated in terms of biological measurements and indices. However, if
the present use does not correspond to the designated use, one turns to
physical and chemical factors to explain the lack of attainment, and the
highest level the system can achieve.

The physical and chemical evaluations may proceed on several levels depend-
fng on the level of detail required, amount of knowledge available about
the system (and similar systems), and budget for the use- attainability
study. As a first step, the estuary is classified in terms of physical
processes {e.g., stratification, flushing time) so that it can be compared
with reference estuaries that exhibit similar physical characteristics.
Once a similar estuary is identified, it can be compared with the estuary
of interest in terms of water quality differences and differences in
biological communities which can be related to man-made alteration (i.e.,
pollution discharges). It is important to consider a number of simplifying
assumptions that can be made to reduce the conceptual complexity of the
prototype system for easier classification and more detailed analyses.

The second step is to perform desk-top or simple computer model calcula-
tions to improve the understanding of spatial and temporal water quality
conditions in the present system. These calculations include continuous
point source and simple box model type calculations, among others.

The third step is to perform more detailed analyses to investigate system
impact from known anthropogenic sources through the use of more sophisti-
cated computer models. These tools can be used to evaluate the system
response to removing individual point and nonpoint source discharges, so as
to assist with assessments of the cause(s) of any use impairment.
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Desktop Evaluations of System Characteristics

This section discusses desktop analyses for evaluating relationships
between physical/chemical characteristics and use attainability. Desktop
evaluations that can provide gquidance for the selection of appropriate
mathematical models for use attainability studies are also discussed.

Such evaluations can be used to characterize the complexity of an estuary,
important physical characteristics such as the level of vertical stratifi-
cation and flushing times, and violations of water quality criterfa.
Depending upon the complexity of the estuary, these evaluations can
quantify the temporal and spatial dimensions of {mportant physical/
chemical characteristics and relationships to use attafnability needs as
summarized below:

1. Vertical Stratification

a. Temporal Scale: During which seasons does it occur? What is
the approximate duration of stratification in each season?

b. Spatial Scale: How much area is subject to significant
stratification in each season?

2. Flushing Times

a. Temporal Scale: What are the flushing times for each major
estuary segment and the estuary as a whole?

b. Spatial Scale: Which segments exhibit relatively high flushing
times? Relatively low flushing times?

3. Violations of Water Quality Criteria (based upon statistical
analysis of measured data)

a. Temporal Scale: Which seasons exhibit violations? How fre-
quently and for what durations do violations occur in each
season? Are the violations caused by short-term or long-term
phenomena? Short-term phenomena include: D0 sags due to
combined sewer overflows or short-term nonpoint source
loadings, and diurnal DO variations due to significant
chlorophyll-a levels. Long-term phenomena include: seasonal
eutrophication impacts due to nutrient loadings, seasonal DO
sag due to point source discharges, and seasonal occurrence of
anaerobic conditions in bottom waters due to persistent
vertical stratification.

b. Spatial Scale: What is the spatial extent of the violations
(considering longitudinal, horizontal, and vertical direc-
tions)?

4. Relationship of Physical/Chemical Characteristics to Use Attain-
ability Needs
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a. Temporal Scale: Are use designations more stringent during
certain seasons (e.g., spawning season)? Are acceptable
physical/chemical characteristics required 100 percent of the
time in each season in order to ensure use attainabitity?

b. Spatial Scale: Are there segments in the estuary which cannot
support designated uses due to physical limitations? Are
acceptable physical/chemical characteristics required in 100
percent of the estuary segment or estuary in order to ensure
attainability of the use?

Simplifying Assumptions. Zison et al. (1977) and Mills et al. (1982) list
a number of s1mp;1fy1ng assumptions that can be made to reduce the com-
plexity of estuary evaluations. However, care must be taken to ensure that
such assumptions are applicable to the estuary under study and that they do
not reduce the problem to one which is physically or chemically unreason-
able. The following assumptions may be considered (Zison et al., 1977;
Mills et al., 1982):

a. The present salinity distribution can be used as a direct measure
of the distribution of all conservative continuous flow pollutants
entering the estuary, and can be used as' the basis for calculating
dispersion coefficients for a defined freshwater discharge con-
dition,

b. The vertical water column is assumed to be well mixed from top to
bottom,

c. Flow and transport through the estuary is essentially one-
dimensional,

d. The Coriolis effect may be neglected, which means that the estuary
is assumed to be laterally homogeneous,

e. Only steady-state conditions will be considered, by using cal-
culations averaged over one or more tidal cycles to estimate a
freshwater driven flow within the estuary,

f. Regular geometry may be assumed, at least over the length of each
segment, which means that topographically induced circulations are
neglected,

g. Only one river inflow can be used in the evaluation,
h. No variations in tidal amplitude are permitted, and

i. All water leaving the estuary on each tidal cycle is replaced by a
given percentage of "fresh" seawater.

The above list of assumptions are directed towards the specific objective
of reducing the estuary to a one-dimensional, quasi-steady-state system
amenable to desktop calculations. In reality these assumptions need to be
car$fu11y weighed so that important processes are not omitted from the
analysis.
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One approach is to start with a completely three-dimensional system, deter-
mine which assumptions can reasonably be made, and see what the answer
means in terms of a simplified analysis. Procedures for making such
determinations are discussed in the next section, but several examples are
presented here for illustration.

The fact is that many narrow estuarine systems in which lateral homogeneity
can be assumed, also exhibit 2 or more layers of residual flow, making the
assumption of a one-dimensional system invalid. Conversely, given a
vertically well-mixed system like Biscayne Bay, one cannot assume lateral
homogeneity because the system is usually very wide wind mixing is too
significant to permit such a simple analysis.

Degree of Stratification.

Freshwater is lighter than saltwater. Therefore, the river may be thought
of as a source of buoyancy, of amount:

Buoyancy = Angf (1)

where Ap the3d1fference in density between sea and river water,

M/L

g = acceleration of gravity,3L/T2
0f = freshwater river flow, L°/T

M’ = units of mass

L = units of length

T = units of time

The tide on the other hand is a source of kinetic energy, equal to:

kinetic energy = pHUt3 (2)
where P = the seawater density,

W = the estuary width

Ut = the square root of the averaged squared velocities.

The ratio of the above two quantities, called the "Estuarine Richardson
Number" (Fischer 1972), is an estuary characterization parameter which is
indicative of the vertical mixing potential of the estuary:

(V]
O
—”

(3)

e
]
::"J
=
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If R is very large (above 0.8), the estuary is typically considered to be
strongiy stratified and the flow to be typically dominated by density
currents. If R is very small, the estuary {is typically considered to be
well-mixed and the density effects to be negligible.

Another desktop approach to characterizing the degree of stratification in
the estuary is to use a stratification-circulation diagram (Hansen and
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of two parameters:
as
Stratification Parameter = =— (4)
o
US
and Circulation Parameter =T
f
where AS = time averaged difference between salinity levels at

the surface and bottom of the estuary,

S° = cross-sectional mean salinity,
Us = net non-tidal surface velocity, and
Uf = mean freshwater velocity through the section.

To apply the stratification-circulation diagram in Figure 11-8, which fis
based on measurements from a number of estuaries with known degrees of
stratification, calculate the parameters of Equation (4) and plot the
resulting point on the diagram. Type la represents slight stratification
as in a laterally homogeneous, well-mixed estuary. In Type 1lb, there is
strong stratification. Type 2 1is partially well-mixed and shows flow
reversals with depth. In Type 3a the transfer is primarily advective, and
in Type 3b the lower layer is so deep, as in a fjord, that circulation does
not extend to the bottom. Finally, Type 4 represents the salt-wedge type
with intense stratification (Dyer 1973).

The purpose of the analysis is to examine the degree of vertical resolution
needed for the analysis. If the estuary is well-mixed, the vertical dimen-
sion may be neglected, and all constituents in the water column assumed to
be dispersed evenly throughout. If the estuary is highly stratified, at
least a 2-layer analysis must follow. For the case of a partially-mixed
system, a judgment call must be made. The James River may be considered as
an example which is partially stratified but was treated as a 2-layer
system for a recent toxics study {(0'Connor, et al., 1983).

A final desktop method for characterizing the degree of stratification

is the calculation of the estuary number proposed by Thatcher and Harleman
(1972):
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Fioure [1-8. Stratification Circulation Diagram and Examples.
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P F2
£, = —+.9d (5)
a7 T
where Ed = estuary number,
Pt = tidal prism volume (volume between low and high tides),
Qf = freshwater inflow,
T = tidal period, and
Fd = densimetric Froude number =
U
Z
Ap
where U, = layer velocity,
& = acceleration due to gravity,
Ap = density difference across interface,
£y = density in layer, and
h] = layer thickness.

Again, by comparing the calculated value with the values from known
systems, one can infer the degree of stratification present. The reader
should consult Thatcher and Harleman (1972) for further details.

Horizontal variations in density may still exist in a vertically well-mixed
estuary, resulting in circulation that is density driven in the horizontal
direction. It is helpful to understand density-driven circulation in an
estuary (baroclinic circulation) in order to assess its effect in relation
to turbulent diffusion on the landward transport of salinity. While
numerous studies have been performed over the years (e.g., Hansen and
Rattray 1965, 1966; Rigter, 1973), no unifying theory has emerged clearly
delineating longitudinal, transverse and vertical dispersion mechanisms.
This means that we still have to rely to a large extent on actual in-situ
data.

Decisfons about whether it {s reasonable to neglect processes such as
Coriolis effects and wind is often judgmental. However, Cheng {1977} did
offer the following criterion for neglecting the Coriolis effect. The
criterion is based on the Rossby number:

=]
cl

R = (6)
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where Rossby number,

characteristic wind velocity = 1/2 peak surface
velocity,

earth's rotation rate, and

L = 1length of estuary,

nu

s:‘!)z:

L)
[

Cheng suggested that for R_ < 0.1, the Corfolis effect is small. Wind is
so highly variable and unﬁ}edictable that it is almost always neglected.
In general, it has little effect on steady-state conditions, except in
large open estuaries.

Finally, the use of simplified geometries, such as uniform depth and width
is highly judgmental. One may choose to neglect side embayments, minor
tributaries, narrows and inlets as a symplifying approach to achieve
uniform geometry. However, it is always important to consider the
consequences of this assumption.

Flushing Time. The time that is required to remove pollutant mass from a
particular point in an estuary (usually some upstream location) is called
the flushing time. Long flushing times are often indicative of poor water
quality conditions due to long residence times for pollutants. Flushing
time, particularly in a segmented estuary, can also be used in an initial
screening of alternate locations for facilities which discharge constitu-
ents detrimental to estuarine health if they persist in the water column
for lengthy periods.

Factors influencing flushing times are tidal ranges, freshwater inflows,
and wind. All of these forcing functions vary over time, and may be
somewhat unpredictable (e.g., wind). Thus, flushing time calculations are
usually based on average conditions of tidal range and freshwater inflows,
with wind effects neglected.

The Fractfon of Fresh Water Method for flushing time calculation is based
upon observations of estuarine salinities:

F o= (7)

where F = flushing time in tidal cycles,
SO = salinity of ocean water, and
Se = mean estuarine salinity,

The tidal prism method for flushing time calculation considers the system
as one unit with tidal exchange being the dominant process:
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v+ P
F = .__17__ (8)

where F = flushing time in tidal cycles,
V., = low tide volume of the estuary, and
P- = tidal prism volume (volume between low and high tides).

The Tidal Prism technique was further modified by Ketchum (1951) to segment
the estuary into lengths defined by the maximum excursion of a particle of
water during a tidal cycle. This technique can now include a freshwater
inflow:

pLputh )

where F = flushing time in tidal cycles,
f = segment number,
n = number of segments
VL1 = low tide volume in segment i, and
P1 = tidal prism volume in segment.

Riverine inflow is accounted for by setting the upstream length equal to
the river velocity multiplied by the tidal period, and setting:

po = QfT (10)
where P_ = tidal prism volume in upstream segment,

ﬂf =  freshwater flow, and

T = tidal period.

Finally, the replacement time technique is based upon estuarine geometry
and longitudinal dispersion:

[ad
[}

0.4 LZ/EL (11)

where replacement time,
length of estuary, and

L Tongfitudinal dispersion coefficient.
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This technique requires knowledge of a longitudinal dispersion coefficient,
€, , which may not be known from direct estuarine measurements. A coeffici-
eht based upon measured data from a similar estuary may be assumed (see
Table I1-4 for typical values in a number of U.S. estuaries) or it may be
estimated from empirical relationships, such as the one reported by
Harleman {1964):

£, = 77 nu R>/6 (12)

or Harleman (1971):

5/6 (13)

™M
n

L 100 n Unax R

Tongitudinal dispersion coefficient (ftz/sec),
Manning's roughness coefficient (0.028-0.035, typically),
velocity (ft/sec),
max - maximum tidal velocity, and
= hydraulic radius = A/P

where

cross sectional area,
wetted perimeter.

where A

w
(I}

Desktop Calculations of Pollutant Concentrations

Classification and characterization are means of identifying estuarine
types and their major processes as a basis for comparison with reference
estuaries. There are some desktop methods for calculating ambient water
quality for defined pollutant loading conditions which can provide further
insight into system response for use attainability cvaluations.

These techniques usually assume uniform geometry, a well-mixed system, and
net freshwater driven flows. There are essentially two types of desktop
calculations for ambient water quality evaluations -- mixed tank analyses
and simple analytic solutions to the governing equations.

Under the first approach, the pollutant discharge is continuously mixed
with an inflowing river, or else at a point along the estuary. Solutions
at steady-state are well-known (Mills et al., 1982). For a river borne
pollutant inflow, the steady-state concentration for a conservative
pollutant may be calculated as follows:

Ty %

C..= -V (14)
pi i
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TABLE II-4

OBSERVED LONGITUDINAL DISPERSION COEFFICIENTS

Estuary

Delaware River (DE/NJ)
Hudson River (NY)

East River (NY)

Cooper River (SC)
Savannah River (GA, SC)
Lower Raritan River (NJ)
South River (NJ)

Houston Ship Channel (TX)
Cape Fear River (NC)
Potomac River (MD/VA)
Compton Creek (NJ)
Wappinger and Fishkill Creek (NY)
San Francisco Bay (CA):

Southern Arm
Northern Arm

SOURCE: From Mills et al. (1982).

River Flow Dispersion Coefficents
{cfs) (m2/sec) (ft/sec)
2500 150 1600
5000 600 6500
0 300 3250

10000 900 9700
7000 300-600 3250-6500
150 150 1600
23 150 1600
900 800 8700
1000 60-300 650-3250
550 30-300 325-3250
10 30 325

2 15-30 160-325
18-180 200-2000
- 46-1800 500-20000
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here C
whe Cot
i
Q¢
)
i

pollutant concentration in segment §,
flushing time for segment i,
freshwater flow, and

water volume at segment 1.

For a direct discharge along the estuary, the
conservative pollutant at any section downstream is given by (Dyer 1973):

and at a section upstream:

where c

subscript x
subscript o
subscript s

/

C.Q fo Sx
£

p 0

concentration,

inflow concentration,

inflow rate,

fraction of freshwater in segment,
river flow,

salinfty,

denotes distance downstream,
denotes point of injection, and
denotes ocean salinity.

concentration

of a

(15)

(16)

A refinement to the above desktop methods involve calculations for noncon-

servative pollutants.

decay relationship:

where

x OO
—~4 O

concentration at time t,
initial concentration, and
decay or reaction rate at temperature T.

The usual approach is to rely upon a first order

(17)

The decay rate, k, is often expressed as a function of water temperature,

based upon the departure from a standard temperature (usually 20°C):
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T-20
ki = k20 0 (18)

decay or reaction rate at 20°C, and

where k20
constant (1.03-1.04).

The final pollutant concentration is then calculated by applying a first-
order decay to the dilution concentration given from Equations (14)-(16),
based on an estimate of travel time to the cross-section of interest.

The second approach is to greatly simplify the governing mass transport
equation, and derive a closed-form solution which can be evaluated using a
hand-held calculator, for continuous, discrete discharges of either con-
servative or non-conservative pollutants (Mills et al., 1982). From the
basic simplified equation for a continuous discharge of a nonconservative
pollutant:

gc o de (19)

= t - kc
Uax L 42

the following solution can be readily derived:

1
c, = c_ex X+ {1+ wE : (20)
X o &XP ?E[ - u?
where C, = concentration at distance x (x is positive downstream, and
negative upstream)
Cp = inftial concentration,
u- = mean velocity,
EL = longitudinal dispersion coefficient, and
k™ = decay rate.

in the upstream and downstream directions, respectively. Agafn, dispersion
coefficients, if not directly known, can be estimated from similar
estuaries, or from empirical formulas, such as those given in Equations
(12) and (13).

For multiple pollutant discharges, the resulting concentration curves for
each source may be superimposed to give a final composite profile along the
estuary (Figure II-9).

Finally, Equation (20) can be used to estimate the length of salinity

intrusion by using salt as the constituent and assuming cross-sectional
homogeneity and an ocean salinity of 35 ppt (Stommel 1953):
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Figure II-9 Pattern of Recent Changes in the Distribution of Submerged Aquatic Vegetation (SAV)
in the Chesapeake Bay: 1950-1980. Arrows Indicate Former to Present Limits. Solid
Arrows Indicate Areas Where Eelgrass (Zostera Marina) Dominated. Open Arrows Indicate
Other SAY Species.

(from U.S. EPA Chesapeake Bay Program, 1982)
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x = ————75—————£ (21)
f
where x = Tlength of intrusion from ocean to 1 ppt isohaline,
A = cross-sectional area of estuary,
EL = longitudinal dispersion coefficient, and
Qf = freshwater inflow rate.

Such a desktop evaluation of salinity intrusion can be used to relate
changes in freshwater inflow to use attainability within the upper estuary.

Other Desktop Evaluations for Use Attainability Assessments

The most common desktop evaluations of use attainability within estuaries
are statistical analyses of water quality monitoring data to determine the
frequency of violation of criteria for the designated aquatic use. Statis-
tical evaluations of contraventions of water quality criteria should
consider the confidence intervals for the number of violations that are
attributable to random variations (rather than actual water quality
deterioration). For example, consider an estuary monitoring station with
12 dissolved oxygen (DO) observations per year (i.e., a single slackwater
sample each month) with a standard of 5 mg/1 DO. If statistical analyses
of the DO observations indicate that the upper and lower confidence 1imits
for the frequency of random violations of the 5 mg/1 DO standard cover a
range of 1 to 4 violations per year, a regulatory agency should be cautious
in deciding whether actual use impairment has occurred unless more than 4
violations are observed annually.

In addition to the State water quality standard values, both quantitative
and qualitative measures should be considered for relationships between
water quality criteria and use attainment. Quantitative measures include
parametric statistical tests (i.e., assume normal frequency distribution)
such as correlation analyses and simple and multiple regression analyses,
as well as nonparametric statistical tests (i.e., distribution-free) such
as the Spearman and Kendall correlation analysis. These quantitative tests
might involve relating water quality indicators (e.g., DO, chlorophyll-a)
to use attainability indicators such as juvenile index data (numbers per
haul) for different finfish or commercial landings data (tons) for selected
fisheries. Qualitative measures include graphical displays of historical
trends in water quality and use attainment. For example, a map showing the
areas which have experienced a decline in bottom DO conditions during the
past 25 years could be overlaid on a map showing areas which experienced a
decline in oyster beds over the same period. Another example, which proved
to be very persuasive in the recent development of the U.S. EPA Chesapeake
Bay management program (U.S. EPA Chesapeake Bay Program, 1982), is
described in Figures I1-9 through I!-12. Figures II-9 and II-10 illustrate
the decline in submerged aquatic vegetation (SAV) in Chesapeake Bay during
the past three decades. Figures II-11 and I1-12 illustrate changes in
nutrient enrichment within Chesapeake Bay over the same period. The water
quality index plotted in Figure II-12 is based on changes in the concen-
trations of both nitrogen and phosphorus. As may be seen, the areas of
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Figure 11-10 Sections of Chesapeake Bay Where Submerged Aquatic Vegetation {SAV) has
Experienced the Greatest Decline: 1950-1980
(from U.S. EPA Chesapeake Bay Program, 1982)
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Figure 11-12. Water Quality Trends in Chesapeake Bay. If either N or P trends
(from Figure 11-11) are increasing, then the overall water quality
is said to be degrading.
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"degrading quality" in Figure 11-12 typically correspond to areas where
submerged aquatic vegetation has experienced the greatest decline. Based
on these types of qualitative comparisons and quantitative evaluations, the
U.S. EPA Chesapeake Bay Program has secured considerable State, Federal,
and Regional support for more aggressive water quality management efforts
to protect Chesapeake Bay. Key to making decisions is the presentation of
quantitative data as well as qualitative information.

In developing quantitative and qualitative measures for relationships
between water quality and use attainability, care should be taken to
distinguish the impacts of pollution discharges from the impacts of
non-water quality factors such as physical alterations of the system. For
example, in some estuaries, dredging/spoil disposal activities associated
with the construction and maintenance of ship navigation channels and
harbors may have contributed to use impairment over the years. Among the
potential impacts of channel dredging is the reduction in the coverage of
SAY's. Therefore, in order to minimize interferences from dredging/spoil
disposal, analyses of water quality and use impairment for certain
fisheries (e.g., shellfisnh) and SAV habitats should be based upon periods
which do not include major dredging/spoil disposal operations. Another
example of physical alterations which should be accounted for in any trend
analyses is poor tidal flushing resulting from the construction of bridges
and causeways. Potential contributions of extreme meteorologic conditions
(e.g., hurricanes, air temperature) to use impairment should also be
considered.

If it is determined that some estuary segments exhibit use attainment
although violations of water quality criteria occur, the development of
site-specific water quality criteria should be considered. Development of
site-specific criteria is a method for taking unique local conditions into
account. In the case of the water quality indicators ({.e., non-toxicants)
being considered in this guidance manual, a potential application of site-
specific criteria could be the establishment of temporal dimensions for
water quality criteria to restrict use attainment requirements to certain
seasons (i.e., in the event that year-round conformance with the water
quality criteria is not required to protect the viability of the designated
water use).

Computer Modeling Techniques for Use Attainability Evaluations

For many estuaries, field data on circulation, salinity, and chemical
parameters may be inadequate for desktop evaluations of use attainability.
In these cases, computer-based mathematical models can be used to expand
the data base and define causal relationships for use attainability
assessments. Specifically, there are three major areas in which computer
models of estuaries can contribute to use attainability evaluations:

1. Applications of hydrodynamic and mass transport models can expand

hysical parameter data bases (fi.e., circulation, salinity) in

or%er to identify aquatic use segments and to determine whetner
physical characteristics are adequate for use attaimment.
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2. Applications of water quality models can expand chemical parameter
({.e., water quality) data bases in order to determine whether
ambient water quality conditions are adequate for use attainment,

3. In cases where use impairment is noted despite acceptable physical
characteristics, applications of water quality models can identify
the causes of use impairment and alternative control measures that
promise use attainment.

The major problem facing the engineer or scientist performing the evalua-
tion is to select the most appropriate numerical model for a given study.
Such a selection process must be based on a consideration of system
geometry, physical and chemical processes of importance, and the temporal
and spatial scales at which the evaluation is being conducted.

Previously discussed were some of the simplifications that can be made to
reduce the conceptual complexity of an estuary from its inherently three-
dimensional nature. Unfortunately, few quantitative measures exist to
define precisely how such determinations should be made. Most criteria for
selecting the most appropriate mathematical modeling approach are based on
"intuitive judgment” or “"experience" with few comparative indices, such as
stratification diagrams and numbers, to make the selection less arbitrary.

One particular problem that needs to be addressed is the selection of
steady-state versus dynamic approaches to estuarine modeling. Again,
intuition leads one to accept that steady-state approaches are fine for
rivers or river-flow dominated systems, such as the upper 50-miles of the
Potomac River estuary near Washington, D.C. However, for areas further
downstream in the estuary where the river flow is less dominant particu-
larly in the dry season, one would intuitively consider using a dynamic
approach. The question then is how to formulate a criterion for choosing
between steady-state and dynamic modeling approaches. The governing
parameters in the selection criteria might be expected to be some com-
bination of freshwater inflow, tidal prism volume, density variations, and
tidal period, perhaps in the form of the estuary number, E., given by
Equation (7) or some other “number." A comparative study of various
approaches at differing estuary numbers, E., might lead to an empirical
formulation of a useful criterion for mo&%1 selection, similar to the
stratification diagram.

Once the appropriate simplifying assumptions have been made, the type of
model needed can be determined. There are several model classifications
that could be utilized for selection purposes. A four level scheme was
used by Ambrose et al. (1981) to classify and compare a number of estuarine
receiving water models. The recommended model classification scheme is as
follows:

Level 1 - desktop methodologies,

Level 2 - steady-state or tidally averaged models

Level 3 - one-dimensional or quasi-two-dimensional real time models,
and

Level 4 - two-dimensional or three-dimensional real time models.
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Within each of the four levels, a number of numerical models are listed
(Ambrose et al. 1981) and their utility for problem solving is discussed.
In actuality, however, there are many more categories, which are sub-
divisfons of the levels suggested by Ambrose et al. (1981). These are
summarized in Table I1-5 and discussed below, except Level 1 which was
previously discussed.

Within Level 2, there are two subdivisions: one-dimensional steady-state
models, and two-layer steady-state models. One-dimensional steady-state
models assume that the hydraulics are driven entirely by a constant river
inflow to the estuary or by net non-tidal (tidally averaged) flow. Con-
ditions are assumed to be uniform over the cross-section, and the effects
of Coriolis, wind, tidal, and stratification are neglected. Examples in
this category are QUAL Il (Roesner et al., 1981) and the WASP models
(DiToro et al. 1981).

Two-layer (hydraulic) steady-state models are a simple, but fairly
significant extension beyond the one-layer models, in that the advective
transport can be resolved to allow for layered residual flow as in the
James River. 0'Connor et al. (1983) developed such a model to study the
fate of Kepone in the James River, in which the net river flow could be
specified in the top layer, and the net upstream density-driven flow
specified in the lower hydraulic layer. In addition, this model has two
sediment layers, one fluid and one fixed, with exchanges between all
layers.

In Level 3, models can be subdivided into two categories: one-dimensional
real time, and quasi-two-dimensional real time. The category of one-
dimensional real-time models has an advantage over steady-state models in
that the velocity field simulation can be completely dynamic, allowing
tides, wind, friction, variable freshwater inflows, and 1longitudinal
density variations to be included. Again, the estuary is assumed to be
cross-sectionally homogeneous.

Quasi-two-dimensional real-time models are an improvement on the
one-dimensional real-time representation in that they allow branching
systems to be simulated. In addition, the link-node models (such as DEM
and RECEIV) can be configured to approximate a two-dimensional horizonta)
geometry, thus allowing lateral varfations to be included in the system
evaluation. A very popular mode! in both these Level 3 categories is the
Dynamic Estuary Model (DEM) which represents the geometry with a branching
link-node network (Genet et al., 1974). This model is probably the most
versatile of its kind and has been applied to numerous estuarine systems,
bays, and harbors throughout the worid. 1[It contains a hydrodynamic
program, DYNHYD, or DYNTRAN (Walton et al., 1983) in its density driven
form, and a compatible water quality program, DYNQUAL, which can simulate
up to 25 water quality constituents, including four trophic levels.

There are a varfety of categorfes that might be considered in LlLevel 4,
Many two-dimensional, vertically-integrated, finite-difference hydrodynamic
programs exist. There are, however, relatively few that contain a water
quality program that simulates constituents other than salinity and/or
temperature (Blumberg, 1975; Hamilton, 1975; Elliot, 1976). These are real
time models, assuming only vertical homogeneity (Coriolis effects are now
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TABLE I1-5. CATEGORIES OF RECEIVING WATER MOOELS
LEVEL CATEGORY INCLUDES NEGLECTS EXAMPLE MODELS
1 Desk top Uniform flows Wind, Coriolis, See text
friction, tide
Lateral and vertical
varfations
2 1-D, steady-state River flows Wind, Coriolis, QUAL I1
Longttudinal friction, tide WASP
variability Lateral and vertical
varfations
2 2-layer, River flows Mind, Cortolts, 0'Connor et atl.
steady-state Residua) upstream friction, tides (1983)
flows Lateral varifations
Longitudinal and
vertical varfability
3 1-D real time Tides, wind, river Cortolis DEM
flows, Ffriction Lateral and vertica! RECELY
Longitudinal effects
varfability
3 Quasi 2-D Tides, wind, river Coriolis, lateral DEM
real time flows, friction momentum transfer RECETY
Longftudinal and Yertical variations
lateral varfabil{ty
4 2-0, finite-difference Tides, wind, river Yertical varfations Ross and Jerkins
vertical integrated flows, friction {1983)
Coriolis
Longitudinal and
lateral variab{lity
4 2-0, finite-elewment Tides, wind, river Yertical varfations CAFE1/DISPER]
vertically integrated flows, friction CBCH
Coriolis Chen (1978)
Longitudinal and
lateral variability
4 2-D, finite-difference Tides, wind, river Corfolis CBCM
laterally integrated flow, friction Lateral variations
Coriolis
Longitudinal and
vertical variability
4 3-0 A)1 physical processes .- CBCM
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included). An example of a water quality model in this category is the
hydrodynamic and water quality mode! developed by Ross and Jerkins (1983)
which has been extensively applied to Tampa Bay.

Similar to the above category are the two-dimensional, vertically-
integrated, finite-element models. The physical process and simplifica-
tions are identical. The difference is that the geometry is represented as
a series of elements (usually triangles) which can better represent complex
coastlines. Examples of models in this category are the CAFE1l/DISPER]
hydrodynamic models (Wang and Connor 1975; Leimkuhler 1974), the Chesapeake
Bay Circulation Model, CBCM (Walton et al., 1983), and a water quality
model developed by Chen (1978). The first two models can simulate only
mass transport of a non-conservative constituent, whereas Chen's model is
capable of representing most major water quality processes. CBCM has the
additional advantages of a three-dimensional form and the capability to
1ink 1-2 or 2-3-dimensional models to treat tributaries from a main bay or
subgrid scale cuts in a main bay which cannot be resolved adequately at the
horizontal spatial scale.

There are a number of two-dimensional, laterally-averaged models {longi-
tudinal and vertical transport simulations) that treat mass transport of
salt and temperature, but very few that include nonconservative constit-
uents or water quality routines. While models in this category assume
lateral homogeneity and neglect Coriolis effects, they can represent
vertical stratification although for numerical reasons, care should be
taken in defining vertical layers to represent the saltwater/freshwater
interface of high stratified systems. The tributary submodels of CBCM
(Walton et al., 1983) are included in this category.

Last is the category of three-dimensional, finite-difference and finite-
element models. These models allow all physical processes to be included,
although many were developed for systems of constant salinity (lakes or
oceans) which cannot simulate stratification processes. Models in this
category include CBCM (Walton et al. 1983) and the models of Leendertse et
al. (1973) which simulate hydrodynamics and the transport of salt, tem-
perature, and other conservative constituents.

Sample Applications of Estuary Models

Delineation of Aquatic Use Segments. Figure II-7 ijllustrates the use of
measured data on physical parameters to delineate homogeneous aquatic use
segments in Chesapeake Bay. For many estuaries, the measured data on
circulation and salinity will not have sufficient spatial and tempora)
coverage to permit a comprehensive analysis of use attainability zones. In
cases where the measured data base is inadequate, computer models can be
used to expand the physical parameter data bases for segmentation of the
estuary.

Figure I1-13 illustrates the use of model projections for Tampa Bay,
located on the Gulf Coast of central Florida, to delineate relatively
homogeneous segments for use attainability evaluations (Camp Dresser &
McKee, Inc. 1983)., Tampa Bay is considerably smaller and shallower than
Chesapeake Bay, with a surface area (approx. 350 sq. mi.) that is less than
10 percent of the Maryland/Virginia estuary's (approx. 5,000 sq. mi.
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Figure 11-13. Map of Tampa Bay Showing Sample Estuary Segments
(A through N) and Net Current Velocities for a
Single Tidal Cycle (from Camp Dresser and McKee 1983)
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including tributaries). The Tampa Bay estuary exhibits extremely diverse
and abundant marine 1ife which has been attributed to the geographic
position of the estuary between temperate and subtropical waters. As a
result of Tampa Bay's location, winter water temperatures rarely fall to
Jevels which could kill tropical organisms and summer water temperatures
are moderate enough to be tolerated by many of the temperate species.
Another contributing factor to the diversity and abundance of Tampa Bay
marine life is that salinity is typically in the range 25-35 ppt over most
of the estuary, without the wide fiuctuations and significant verticail
stratification that characterize many other estuaries. As a result of the
stability of the salinity regime, many ocean species can coexist with
typical estuarine species.

Tampa Bay's sa11n1ty regime is also much different from Chesapeake Bay s.
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Tampa Bay is very well mixed vertica11y due in large part to 1ts relative]y
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Unlike Chesapeake Bay where c1rcu1atfon and mass transport must be evaIu-
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ated in the vertical as well as horizontal and longitudinal directions,
only the horizontal and 10ng1tud1na1 directions need to be considered for
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Tampa Bay evaluations. Therefore, the sample analysis of Tampa Bay is a
good example of a segmentation approach to an estuary where the use is not
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example of how an estuary circulation model can be used to segment an
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on a map of Tampa Bay showing circulation model projections of net current
velocities (i.e., magnitude and direction) for a single tidal cycle. The
model projections are bas upon a two-dimensional circulation model
(horizontal and longitudinal directions) which had previocusly been
calibrated to measured current velocity and tidal elevation data for Tampa
Rav (Rocs and Jerkins, 1978) The uca aof the model axpnandad the availahle
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circuIation data base from a 1limfted number of gaging stations to
comprehensive coverage of the entire Bay. One of the most important

factors in subdividing the Tampa Bay estuary system into relatively
homogeneaus subunits 1s the ship navigation channel extending from the
mouth of the Bay to the v1c1n1ty of Interbay Peninsula with branches
extending into Hillsborough Bay (segment D) and {into the Tower end of 01d
Tampa Bay (segment C). As may be seen from the convergence of velocity
vectors in the vicinity of the navigation channel, there tends to be
relatively little mixing between waters on either side of the Main Bay
channel. Therefore in Figure I1-13, the navigation channel and the
adjoining dredge spoil areas serve as the approximate boundary between seg-
ments H and I and between segments F and G. Each of these segments appears
to be relatively isolated from its counterpart on the opposite side of the
navigation trench before mixing occurs in the vicinity of the navigation
channel, thereby justifying the designation of each as a separate segment.
Water movement 1s also somewhat isolated on approximately either side of
the navigation channel branches extending into Hillsborough Bay and the
lower end of 01d Tampa Bay. However, since net current velocities tend to
converge a short distance south of the two ship channel branches, the
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boundaries between segments £ and F and E and G in Figure II-13 depart
somewhat from the navigation trench.

Another circulation factor considered in the delineation of estuary
segments is the impact of causeways and bridges on tidal flushing. Based
upon the circulation patterns shown in Figure II-13, it seems appropriate
to assign separate segment designations (A, B, and C) to the areas above
the three bridge crossings in 01d Tampa Bay: Courtney Campbell Causeway
(boundary between segments A and B), Howard Franklin Bridge (boundary
between segments B and C) and Gandy 8ridge (boundary between segments C and
F). Likewise, McKay Bay (segment K), which is separated from Hillsborough
Bay by the 22nd Street Causeway, also merits a separate segment desig-
nation.

A final circulation factor in the open bay is the location of net rotary
currents (indicated by circles in Figure II-13) which are called "gyres."
The gyres result from water moving back and forth with the tides, while
following a net circular path. Gyres can have a significant effect on
flushing times, since waters caught in the gyres typically exhibit much
higher residence times than waters which are not affected by these areas of
net rotary currents. The use of the main ship channel and causeway/bridge
crossings as segment boundaries in Figure II-13 has generally isolated the
major gyres or groups of gyres. Further subdivision of the Hillsborough
Bay segment (D) to isolate the waters on the eastern and western sides of
the ship channel (which bisects segment D) does not appear to be warranted
because of the two gyres in the middle section of the Bay and the gyre in
lower Bay. In other words, the gyres in Hillsborough Bay are indicative of
an irregular circulation pattern that seems to mix waters on both sides of
the ship channel. Likewise, the gyres within segment B are indicative of a
circular mixing pattern throughout the segment which suggests that further
subdivision into eastern and western sections is not justified.

The segment network in Figure II1-13 also maintains relatively homogeneous
salinity levels within each segment. The greatest longitudinal variations
in salinity occur in segments F and G which exhibit 3-5 ppt increases in
average annual values between the upper and lower ends of the segment. If
these longitudinal variations in salinity will result in significant
differences in the biological community, further subdivision of segments F
and G should be considered.

Figure I1-13 also shows five separate segments for significant embayments:
Safety Harbor (J), McKay Bay (K), Alaffa River (L), Hillsborough River (M),
and Little Manatee River (N). The latter three represent the tidal sec-
tions of the indicated river. In addition to these five embayments there
may be other inlets which should be separated from Tampa Bay segments for
separate use attainability studies.

In summary, the network shown in Figure [1-13 illustrates how hydrodynamic
and salinity data produced by an estuary model can be used to segment the
Tampa Bay system. In addition to the type of hydrodynamic data shown in
Figure 11-13, the estuary model can be used for “"particle tracer" studies
that can further address issues such as mixing of waters on either side of
the ship channel and the impacts of gyres.
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Evaluation of Use Attainment Based Upon Ambient Water Quality Data. It is
often the case that the measured ambient water quality data base 1s inade-
quate from temporal and/or spatial standpoints for a definitive assessment
of use attainment.

An example of temporal limitations is an ambient water quality data base
that suffers from a small sample size (e.g., 6-12 slackwater observations
at each station per year), thereby resulting in extremely wide confidence
intervals for the number of violations of standards and criteria that are
attributable to random varfations (rather than actual water quality
deterioration).

Another example of temporal limfitations is an observed water quality
data base that is restricted to a single daytime observation on each
sampling day. This type of data base may not provide any insights into
diurnal variations in DO which can result in use impairment, since
nighttime D0's can be significantly lower than daytime values due to
diurnal varfations in algal production/respiration.

An example of spatial limitations in the measured water quality data base
is inadequate coverage of longitudinal and/or horizontal variations in
water quality. Adequate longitudinal coverage is required in all estuaries

to assess the s1gn1f1cance and spatial extent of maximum and minimum con-
centrations in the estuary. Adequate horizontal coverage is required in

relatively wide estuaries where horizontal transport processes are
significant.

Another example of spatial limitations would he the collectian of surface

naterrsamples only ‘within an estuary which exhibits extensive ‘areas of
vertical stratification. The lack of bhottom water samples may prevent an

adequate assessment of use attainment, since potentia] depressions of
bottom water D0 levels cannot bhe nva1ugtpd

In cases where the measured water quality data base is inadequate from
efther temporal or spatfal standpoints, an estuary model should be used to
expand the data base for use attainability evaluations. The model must

na
f1rst be calibrated with the available measured data base to demonstrate
that its representation of the prototype produces water quality statistics

prototype produces er quality statistics
re

a
that are not significantly different from the measu d statistics. The

rpliah111fv of the pefuarv model nrolectione denende unon the amount and
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type of measured data ava11ab1e for model calibration. If the measured

data bace nrnvidnc reasonably gggd coverage of spag{a] and tempera] !a.g
both short term and long- term) varfations in water quality, projections by
a model calibrated to this data base should be guite reliable in a statis-
tical sense. If the measured data base used for calibration is quite
limited, estuary model projections will be less relfable; however, the
application of an appropriate model to an estuary with limited measured
data ran e+i1)1 nravida cinn(‘irn ® dneinhte Far nea attainahi{li{i¢y aual_
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uations and considerable guidance for future estuary monitoring programs.

To illustrate the use of an estuary model for use attainment eva1uat10ns a

nla annl{ratin af a na_didmaned 1 1.0\ madal A | il I ‘As
Ju" e upypi |bqblv'| Vi a U IC VIO ¥

0 11-0} modei %o Nupuc: Da], ri1orida
is d cribed below (Camp Dresser & McKee, Inc. 1983). Naples Bay (see
C{nnma TTE1A\ 4 e a wabhhaw oamall An i awm {1 Yaes Shan 1 £ med  sssmabama
tiyure I O Sl S ) " a raLner 2Q1 1 TaLvua ] VIO Lrian Led )q l|ll . 2UT ldbC



SCLCEN Z4ATE

CANAL
2 o ok
’I
! (3) . 1
! ) 00
. [wasTEWATER §O
TREATMENT ot
ANt < oo | S
: X |
. NAPLES | (REel—(D)
< ' CAEEX
<N
\ « }
2 | ~ e g
~ O T \J\
™~ t—' - . pEnan
hd g LY T8
n AT (L} (% _CREEX
bl FY / ad e
3 Q@ H L =T P
“ i 5 Yy : @ [ .
: (3 <\ v
r:q = \ NAPLES
5 | .{Il \ 6 "‘Y
S 0 . ! ;_)
Q @3
\!
' U | &5
X ‘
|
Y™
GOmOON Pass 8 TR, A\
\ ) Q ' DOLLAR 8AY
\
\ ‘%
N /
\\ a ) STATUTE wiLEsS
\\ ¢ ———— J

Fiqure [1-14.

I1-50

Node and Channel Netwark for the Naples Bay DEM
model .



area) located on the Gulf Coast of southeastern Florida. The City of
Naples' municipal wastewater treatment plant (secondary treatment) which
discharges to the Gordon River portion of the Naples Bay estuary, is the
only major point source of pollution. This sample application illustrates
the impacts of an 8.0 million gallons per day (mgd) discharge from the
Naples wastewater treatment plant. Nonpoint pollution loadings are con-
tributed by rainfall runoff and groundwater recharge from a 155 sq. mi.
drainage area, the majority of which discharges to the estuary at the
uppermost point in the system (node no. 1 in Figure II-14). The Gulf of
Mexico boundary condition (introduced at node no. 29 in Figure I1I-14) also
contributes nutrients and other constituents to the lower Bay. Since the
Naples Bay system is a relatively narrow and shallow estuary, it was
assumed that a 1-D model which only represents longitudinal transport would
be adequate for this water quality evaluation (i.e., horizontal and
vertical gradients are neglected). A schematic of the 1-D representation
of the Naples Bay system with the Dynamic Estuary Model (DEM) is shown in
Figure 11-14.

As indicated in the earlier section on modeling techniques, the DEM mode!l
(Genet et al., 1974) applied to Napies Bay is one of the most widely used
estuary models in the U.S. DEM provides a representation of {intertidal
hydrodynamics and mass transport with computation intervals which are
typically less than one hour. The model simulates 1-D flow, mass trans-
port, and water quality processes in a network of channels connected by
Junctions called "nodes." As shown in Figure 11-14, the DEM model network
applied to Naples Bay consists of 29 nodes and 28 channels. This network
includes all the appropriate conveyance and storage features of the proto-
type system, including bifurcation around an island (between nodes 7 and
10}, and the canal system adjacent to the main water body. Streamflows,
wastewater discharges, and associated pollutant loadings are added to the
system at the nodes. Based upon a set of motion equations solved for the
channels and a set of continuity equations solved for the nodes, the hydro-
dynamic portion of the model calculates flows and velocities in the chan-
nels and water surface elevations at the nodes. An accurate representation
of hydrodynamic processes within the system is developed to adequately
model mass transport and water quality processes.

The output from the hydrodynamic model becomes input to the water quality
model which calculates mass transport between nodes and calculates changes
in concentration due to physical, chemical and biological processes. Water
quality processes represented by this portion of the mode! include: mass
transport based upon advection and dispersion, BOD decay, nitrification,
algal productivity, benthic sources of pollutants, dissolved oxygen sources
and sinks, and fecal coliform die-off.

Following calibration and verification of the Naples Bay model with mea-
sured hydrodynamic and water quality data, the model was used to assess
estuary-wide water quality. Figure 1I-15 shows the mode! projections of
wet season chlorophyll-a ({.e., phytoplankton concentrations) for secondary
treatment operations which were in effect at the Naples wastewater treat-
ment plant. As indicated in an earlier section, chlorophyll-a is an
important indicator of estuary health for use attainability evaluations.
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Figure [1-15 Comparison of Simulated Average Daily Chloraphyll-a in Main Stem of
Naples Bay Projected for Different Wastewater Discharge
Scenarios: "Worst Case" Wet Season Conditions
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The chlorophyll-a simulations shown in Figure I1I-15 represent "worst case"
water quality conditions at the start of the wet season (i.e., 4-month
period of significant rainfall and high streamflow). As may be seen from
the plot of "Secondary STP" conditions along the main stem of the Bay, the
combination of point and nonpoint source loadings of nitrogen and phosphor-
us under wet season conditions results in chlorophyll-a levels exceeding 50
ug/1 for almost 3.0 miles and maximum values on the order of 80 ug/1 for
about 1.0 mile. The volume-weighted mean chlorophyll-a {(i.e., weighted by
the storage volume in each estuary segment) for the upper twe w..cs (i.e.,
Gordon River) of the estuary is about 60 ug/l, while the volume-weighted
mean for the entire estuary is about 45 ug/1. These maximum and mean con-
centrations can be compared with state or regional water quality criteria
for local use attainability evaluations. Additional model projections can
be developed for other wet season and dry season conditions to evaluate the
frequency of use impairment expressed in terms of ambient water quality.
Since chlorophyll-a impacts are primarily of interest in terms of associ-
ated impacts on DO, the estuary model can also be used to evaluate diurnal
D0 impacts for use attainability assessments. Once chlorophyll-a and DO
relationships have been evaluated, the estuary model can be used to evalu-
ate nitrogen and phosphorus goals that maintain chlorophyll-a at levels
ensuring use attainment.

Evaluations of Use Impairment Causes and Alternative Controlc. Estuary
models are probably most useful for management evaluations following a
determination of use impairment in certain sections of the estuc 'y. Models
can be used to define the causes of impairment and to define the effect of
alternate controls on attaining the use. Such analyses require the
development of causal relationships between poliution loadings, physical
modifications and the resulting changes in uses. It is very difficult to
develop such causai relationships from statistical analyses of measured
data. For example, regression equations can merely indicate that puilution
toadings and impairment of the uses appear to be correlated based upon tie
measured data base. Such regression equations should not be interpreted as
definitive indications of cause-effect relationships. Evaiuations of
cause-effect relationships require the use of a deterministic estuary
Hgue i .

Evaluations of use impairment causes will typically focus on comparisons of
point and nonpoint source pollution impacts. The estuary model is well-
Amiidamad A mamfamm aiabh AavaVadbdama hanaiiaa hadbih madand a2md mm;mnns daad anismma
CUUuipprou LU poriurnim SuLll TvaiuaLivinn uoLaudt ULl puline anu nvnpuine >uurvco
loadings can be "shut off" (i.e., deleted from the system) for evaluations
Af walatlua ~rAantwmihinddAane +#A 11oa dmrnadummand Annlidraddane Af tha Manlae
v TCIaLive LUNHILTI TUuULIVIID LU UoOvT HHPpAIriciive. prllbdblull) vl WIT Napico
Bay model will be used to illustrate how evaluations of cause-effect rela-
*iAnehine ran ha nanfAammad Afdam anmaluenese A€ +ha {mnante Af Avietina
LIUTNISNITPS CLall ue peiiurnncd AT LET diilafydacy VT it jwpacvy Uil TAlIaLiIy
secondary treatment operations at the 8.0 mgd wastewater treatment plant,
+ha Nanlae Qav madal wae rarun with na wactawatan AdAierhannae Car +hi

il IIHPICJ uu_] LLILS A A= | wnao ey W il I\ was Lvemwmu Lo I owtiar SCJQ r 1] Wit D
model run, the only sources of nutrients and other constituents were
norpoint source flows from the Bay's 155 sq. mi. drainage area and ocean
boundary conditions at the mouth of the Bay. The resulting chlorophyll-a
projection for "worst case” wet season conditions are shown in Figure II-15
as the "Zero STP Discharge"” plot. As may be seen, the maximum chlorophyll-
a concentration is about 25 ug/1, with concentrations on the order of 15-25
ug/1 for about 5.0 miles The chlorophylil-a concentrations for the "Zero
STP Discharge" condition are typically only 25-50 percent of the existing



"Secondary STP" levels for about 5.0 miles. Also, the location of the
maximum chlorophyll-a concentration is shifted about 1.0 mile further
downstream for the "Zero STP Discharge" condition. The mean volume-
weighted chlorophyll-a for the entire Bay is approximately 20 ug/1 which is
less than half of the "Secondary STP" mean. These evaluations suggest that
secondary effluent discharges from the wastewater treatment plant are the
major cause of relatively high chlorophyll-a levels under wet season
conditions. Approximately 50-55 ug/1! or about 70 percent of the peak

chlorophyll-a concentration (80 ug/l) and about 25 ug/) or 55 percent of

systemwide volume-weighted mean concentration can be attributed to the
wastewater treatment plant.

Chlorophyll-a is a specific index of phytoplankton biomass. Thus, assuming
that the chlorophyll-a levels associated with the "Secondary STP" condition
indicate use impairment, the estuary model provides a mechanism for eval-
uating the use attainability benefits of alternate controls. The Naples
Bay model was rerun with the 8.0 mgd discharge upgraded to advanced waste-
water treatment (AWT) levels. The simulated AWT upgrading involved
reducing total phosphorus effluent levels from 7.0 mg/1 to 0.5 mg/1 as P,
the achievement of aimost total nitrification in comparison with less than
50 percent nitrification for secondary treatment conditfons, and reducing
5-day biochemical oxygen demand (BOD) from 20 mg/1 to 5 mg/1. Nonpoint
source loadings and ocean boundary conditions were set at the same levels
as the "Secondary STP" model runs. As shown in Figure 1I-15, the projected
chlorophyll-a concentrations for the "AWT" conditions are 20-30 percent
Tower than the "Secondary STP" levels for approximately a two mile section
that includes the maximum concentrations for both scenarios. The AWT
scenario's maximum concentrations of chlorophyll-a are on the order of
50-60 ug/1 for about 2.5 miles, while the volume-weighted mean concentra-
tion for the entire Bay system is about 40 ug/1. Even under AWT condi-
tions, the maximum chlorophyll-a levels for AWT conditions are still about
35 ug/1 greater than the maximum values for "Zero STP Discharge" condi-
tions.

The maximum and mean concentrations for AWT conditions can be compared with
water quality criteria to determine if this control measure can achieve use
attainment. If the projected chlorophyll-a reductions are not sufficient
to prevent use impairment, the model can be rerun to assess the use
attainability benefits of nonpoint source controls in addition to AWT
implementation.

ESTUARY SUBSTRATE COMPOSITION

The bottom of most estuaries is a mix of sand, silt and mud that has been
transported and deposited by ocean currents or by freshwater sources.
Rocky areas may also be seen, particularly in the fjord-type estuary. None
of these substrate types are particularly hospitable to aquatic plants and
animals, which accounts in part for the paucity of species seen in an
estuary.

Much of the estuarine substrate is in flux. The steady addition of new

bottom materfal, transported by currents, may smother existing communities
and hinder the establishment of new plants and animals. Currents may cause
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a constant shifting of bottom sediment, further hindering the colonization
of species. Severe storms or flooding may also disrupt the bottom.

The sediment load introduced at the head of the estuary will be determined
by the types of terrain through which the river passes, and upon land use
practices which may encourage runoff and erosion. It is important to take
land use practices into consideration when examining the attainable uses of
the estuary. The heavier particles carried by a river will settle out
first when water velocity decreases at the head of the estuary. Smaller
particles do not readily settle and may be carried a considerable distance
into the estuary before they settle to the bottom. The fines may never
settle and will contribute to the overall turbidity which is characteristic
of estuaries.

It is often difficult for plants to colonize estuaries because they may be
hindered by a lack of suftable anchorage points, and by the turbidity of
the water which restricts 1ight penetration (MclLusky, 1971). Attached
plant communities (macrophytes) develop in sheltered areas where silt and
mud accumulate. Plants which become established in these areas help to
slow prevailing currents, leading to further deposition of siit (Mann).
The growth of plants often keeps pace with rising sediment levels so that
over a long period of time substantial deposits of sediment and plant
material may be seen.

Attached plant communities, also known as submerged aquatic vegetation
(SAV), serve very important roles as habitat and as food source for much of
the biota of the estuary. Major estuary studies, including an intensive
years-long study of the Chesapeake Bay, have shown that the health of SAV
communities serves as an important indicator of estuary health. Although
excess siltation may have some adverse effects on SAV, as discussed above,
this problem is minor compared to the effects of nutrient and toxics
loadings to the estuary. When SAV communities are adversely affected by
nutrients and/or toxics, the aquatic life uses of the estuary also will be
affected. The ecological role of SAV in the estuary will be discussed
further in Chapter III, and its importance to the study of attainable uses
in Chapter IV,

Sediment/substrate properties are important because such properties: (.)
determine the extent to which toxic compounds in sediments are available to
the biota; and (2) determine what types of plants and animals may become
established. The presence of a suitable substrate may not be sufficient,
however, since nutrient, DO, and/or toxics problems may cause the demise
and prevent the reestablishment of desirable plants and animals. There-
fore, characterization of the substrate is important to a use attainability
study in order to understand what types of aquatic 1ife should be expected
in a given area.

ADJACENT WETLANDS
Tidal and freshwater wetlands adjacent to the estuary can serve as a buffer
to protect the estuary from external phenomena. This function may be

particularly important during wet weather periods when relatively high
streamflows discharge high 1oads of sediment and pollutants to the estuary.
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The volume of sediment carried by streamflow during wet weather periods is
substantially greater than the amount transported into the estuary by
rivers and streams during dry weather periods. Such shock loads could
quickly smother plant and animal communitfes and jeopardize their survival.
Wetlands can serve an important function by protecting the estuary from
such shock loads. Because of the sinucus pattern of streams that flow
through the wetlands, and the high density of plants, water velocities will
be reduced enough to allow settlement of a substantial proportion of the
sediment load before it reaches the estuary. This simultaneously protects
the estuary and contributes to the maintenance of the wetlands.

The sediment load discharged by streamflow may be accompanied by nutrients
and other poliutants. Excessive loadings of nutrients such as nitrogen and
phosphorus may promote eutrophication and the growth of algal mats in the
estuary, which is undesirable from both aquatic use and aesthetic stand-
points. On the other hand, these nutrients are beneficial to the main-
tenance of plant life in the wetland.

Another important function of a wetland is to reduce peak streamflow dis-
charges into the estuary during wet weather periods. To the extent that
this peak flow attenuation prevents abrupt changes in salinity, the flora
and fauna of the estuary are protected. It has been common practice to
straighten existing channels and cut new channels in wetlands to speed
drainage and enable the use of wetlands for agriculture or other develop-
ment. Such channelization may diminish the protective functions of the
wetland and have an adverse impact on the health of the estuary.

While the wetland may help to withhold nutrients in the form of nitrogen
and phosphorus from the estuary, it serves as a major source of nutrients
in the form of detritus. A substantial portion of dead plant material in
the wetland is transported to the estuary as detritus. Detritus is a basic
fuel of the estuary, serving as the main source of nutrient for filter
feeders and many fish at the bottom of the food chain. The estuary is
highly productive, more so than the freshwater or marine environment,
because of this source of nutrients.

Since the alteration or destruction of wetlands may hold important impli-
cations for the health of the estuary, it is important during the course of
a water body survey to examine historical trends in the wetland acreage,
locations, and characteristics for clues which explain changes in the
estuary and its uses. The extent to which wetlands have been irreversibly
altered may establish bounds on the uses that might be expected. Converse-
ly, restoration of wetlands may provide some means of restoring uses pro-
vided that other conditions such as toxic or nutrient loadings are not a
problem, or some other irreversible change has not been made to the
estuary.

HYDROLOGY AND HYDRAULICS
There are two important sources of freshwater to the estuary-streamflow and

direct precipitation. In general, streamflow represents the greates* con-
tribution to the estuary and direct precipftation the smallest.
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The location of the salinity gradient in the river controlled estuary is to
a large extent an artifact of streamflow. The location of salinity iso-
concentration 1ines may change considerably, depending upon whether stream-
flow is high or low. This in turn may affect the biology of the estuary,
resulting in population shifts as biological species adjust to changes in
salinity.

Most species are able to survive within a range of salinity levels, and

therefore most aquatic uses may not be adversely affected by minor shifts

in the salinity gradient. Most of the biota can also sustain temporary
extreme changes in salinity, either by flight or through some other mechan-
ism. For example, molluscs may be able to withstand temporary excursions
beyond their preferred salinity range by simply closing themselves off from
their environment. This is important to their survival since the adult is
unable to relocate in response to salinity changes. However, molluscs can-
not survive this way indefinitely.

Generally speaking, the response of a stream or estuary to rainfall events
depends upon the intensity of rainfall, the drainage area affected by the
rainfall and the size of the estuary. Movement of the salt front is depen-
dent upon tidal influences and freshwater flow to the estuary. Variations
in salinity generally follow seasonal patterns such that the salt front
will occur further down-estuary during a rainy season than during a dry
season. The salinity profile may also vary from day to day reflecting the
effect of individual rainfall events, but may also undergo major changes
due to extreme meteorological events.

The location of the salt front in a smal) estuary may be easily displaced
but rapidly restored in response to a rafinstorm, whereas the effect of the
same size storm on salinity distribution within a larger estuary may be
minor. For a large system, the contribution of a given storm may be only a
fraction of the overall freshwater flow and thus will have no appreciable
effect. For a small system the contribution of a given storm may be very
large compared to overall flow, and the system will respond accordingly.

A rapid increase in flow may have several deleterious effects on a small
estuary: (1) the salinity gradient changes drastically, placing severe
stress on non-motile species and forcing the migration of motile forms, (2)
a sediment and pollutant load which is too large to be captured by sur-
rounding wetlands may be transported into the estuary, and (3) the bottom
may be scoured in areas of high flow velocity, destroying floral and faunal
communities and existing habfitat, and eliminating the conditions that would
be required for replacement communities to become established.

Major shifts in salinity due to extreme changes in freshwater flow are not
uncommon. An excellent example is the impact of Hurricane Agnes on the
Chesapeake Bay in 1972. The enormous and prolonged increase in freshwater
flow to the Bay shifted the salinity gradient many miles seaward and had a
devasting effect on the shellfish population. The flow was so great that
salinity levels did not return to normal for several months, a period far
longer than non-motile species would be able to survive such radical reduc-
tions in salinity. In addition, the enormous quantities of sediment deliv-
ered to the Bay by Hurricane Agnes exerted considerable stress on the Bay
environment.
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Anthropogenic activity may also have a significant effect on salinity in an
estuary. When feeder streams are used as sources of public water supply
and the withdrawals are not returned, freshwater flow to the estuary will
be reduced, and the salt wedge found further up the estuary. If the water
is returned, usually in the form of wastewater effluent, the salinity grad-
fent of the estuary may not be affected although other problems might occur
which are attributable to nutrients and other pollutants in the wastewater.

Even when there is no appreciable change in annual freshwater flow or qual-
{ty due to water supply uses, the salinity profile may still be affected by
the way in which dams along the river are operated. Flood control dams may
result in controlled discharges to the estuary rather than relatively short
but massive discharge during high flow periods. A dam which {s operated so
as to impound water for adequate public water supply during low-flow per-
iods may severely alter the pattern of freshwater flow to the estuary. Al-
though annual input to the estuary may remain unchanged, seasonal changes
may have a significant ifmpact on the estuary and its biota.

The discussion of hydrology, meteorology and the effect of hydraulic struc-
tures in this section provides only an overview of their possible effects
on the health of an estuary. Hydrologic impacts will depend upon the uni-
que physical characteristics of the estuary and its feeder streams, in-
cluding structural activity that may have changed flow characteristics to
the estuary. Extreme rainfall events are particularly important because
they may result in physical damage to wetlands and to the estuarine sub-
strate, and may subject the biota to abnormally low salinities as the salt
wedge 1s driven seaward. Extreme periods of drought may also have an ad-
verse impact on the estuary. The operation of hydraulic structures -- dams
and diversions -- can significantly alter the characteristics and the uses
of an estuary. C(learly, these characteristics must be taken into account
in determining the attainable uses of the water body.
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CHAPTER 111

CHARACTERISTICS OF PLANT AND ANIMAL COMMUNITIES

INTRODUCTION

Salinity, light penetration and substrate composition are the most critical
factors to the distribution and survival of plant and animal communities in
an estuary. This Chapter begins with an overview of the physical phenomena
and biological adaptations which influence the colonization of the estuary.
Following this, specific information 1s presented on Estuarine Plankton
(phytoplankton and zooplankton), Estuarine Benthos (infaunal forms,
crustaceans and molluscs), Submerged Aquatic Vegetation, and Estuarine
Fish. There is also a short discussion of measures of biological health
and diversity. This last subject is presented in much greater detail in
the Technical Support Manual (U.S. EPA, November 1983).

The information in this Chapter (and its associated Appendices) has been
compiled to provide an overview of the types of habitat, ranges of
salinity, and life cycle and other requirements of plants and animals one
might expect to find in an estuary, as well as analyses that might be
performed to characterize the biota of the system.

With this infc-mation having been presented as a base, discussion in
Chapter IV will be directed towards how the biological, chemical and
physical data descriptive of the estuary may be synthesized into an
assessment of the present and potential uses of the estuary.

COLONIZATION AND PHYSIOLOGICAL ADAPTATIONS

The estuarine environment is characterized by variations in circulation,
salinity, temperature and dissolved oxygen supply. Due to differences in
density, the water 1is generally fresher near the surface and more saline
toward the bottom. Coltonizing plants and animals must be able to withstand
the fluctuating conditions in estuaries. Rooted plants need a stable
substrate to colonize an area. Once established, the roots of aquatic
vegetation help to stabilize the sediment surface, and the stems interfere
with and reduce local currents so that more material may be deposited.
Thus, small hummocks become larger beds as the plants extend their range.

The depth to which attached plants may become established is limited by
turbidity, since they require 1light for photosynthesis. Estuaries are
typically turbid because of 1large quantities of detritus and silt
contributed by surrounding marshes and rivers. Algal growths may also
hinder the penetration of 1light. If too much light is withheld from the
lower depths, animals cannot rely heavily on visual cues for habitat
selection, feeding, or in finding 2 mate.

Estuarine animals are recruited from three major sources: the sea,

freshwater environments, and the land. Animals of the marine component
have been most successful in colonizing estuarine systems, although the
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extent to which they penetrate the environment varies (Green 1968).
Estuarine animals that belong to groups prevalent in freshwater habitats
are presumed to have originated there. Such species comprise the fresh-
water component. The invasion of estuaries from the land has been
accomplished mainly by arthropods.

When animals encounter stressful conditions in an estuary, they have two
alternatives: they can migrate to an area where more suftable conditions
exist, or if sedentary or sessile they can respond by sealing themselves
inside a shell, or by retreating into a burrow.

Most stenohaline marine animals can survive in salinities as low as
10-12 ppt by allowing the internal enviromment (blood, cells, etc.) to
become osmotically similar to the surrounding water (McLusky 1981). Such
"conformers” often change their body volume. In contrast oligohaline
animals actively regulate their internal salt concentration. They do so by
active transport of sodium and potassium fons (Na , K ). Osmoregulation
relies on several possidble physiological adaptations. Reduced surface
permeability helps minimize osmotic flow of water and salts. In addition,
the animal's excretory organs serve to conserve ions or water needed for
osmoregulation,

Upper and lower tolerance limits define a range between which environmental
factors are suitable for life (zone of compatibility). The adaptations of
these tolerance limits are referred to as resistance adaptations. In
estuaries, the major environmental factors to which organisms must adjust
are periodic submersion and desiccation as well as fluctuating salinity,
temperature, and dissolved oxygen.

Vernberg (1983) notes several generalizations concerning the responses of
estuarine organisms to salinity: (1) those organisms living in estuaries
subjected to wide salinity fluctuations can withstand a wider range of
salinities than species that occur in high salinity estuaries; (2) inter-
tidal zone animals tend to tolerate wider ranges of salinities than do
subtidal and open-ocean organisms; (3) low intertidal species are less
tolerant of low salinities than are high intertidal ones; and (4) more
sessile animals are likely to be more tolerant of fluctuating salinities
than those organisms which are highly mobile and capable of migrating
during times of salinity stress. These generalizations reflect the
correlation of an organism's habitat to its tolerance. Some estuarine
animals are able to survive in adverse salinities, provided that the stress
is fluctuating, not constant. For example, initial mortalities of the
oyster drill (Urosalpinx cinerea) were very high when exposed to constant
Tow salinity values. However, Tittle or no mortalities occurred during ten
days of exposure to low fluctuating salinities. Tolerance limits may also
differ between larval and adult stages, as in the case of fiddler crabs
(Uca pugilator). Adults are able to survive extended periods of 5 ppt
salinity, while larvae cannot tolerate salinities below 20 ppt (Vernberg
1983). The salinity in which they were spawned may also influence larval
responses.

Temperature also has an effect on salinity tolerances of organisms.
Generally, cold-water species can tolerate low salinities best at Tow
temperatures and tropical species can withstand Yow salinities best at high
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temperatures. The previous thermal history of an organism influences its
resistance to temperature extremes. Acclimation to higher salinities can
also broaden an organism's zone of compatibility for temperature.

The transport of oxygenated surface water to the bottom is greatly in-
hibited when an estuary is stratified. 1In addition, the solubility of
oxygen in water is suppressed by salinity, so that estuarine DO levels at a
given temperature may not be as high as would be seen in freshwater. As a
consequence, many estuaries exhibit consistently low DO levels in the lower
part of the water column, and may become anoxic at the bottom. This con-
dition may be exacerbated by benthic D0 demand. Many estuarine organisms
must be tolerant of low D0. Those that are able will leave to seek areas
of sufficient dissolved oxygen, while others (such as bivalves) will
respond by regulating metabolic activity to levels that can be supported by,

the ambient DO concentration.

Intertidal organisms experience alternating periods of desiccation and
submersion. These animals, mainly molluscs, are able to resist desiccation
because of morphological characteristics that aid in controlling water
losses. Others burrow into the moist substrate to avoid prolonged exposure
to the air. Small animals with high ratios of surface area to volume are
less resistant to water loss than are larger organisms.

MEASURES OF BIOLOGICAL HEALTH AND DIVERSITY

Estuaries are characterized by high productivity but low species diversity.
Several authors have noted decreased species diversity in estuaries when
compared to freshwater or marine systems (Green 1968, Mclusky 1971, Mclusky
1981, Haedrich 1983). Two major hypotheses explain the paucity of
estuarine species. The first explanation is that of physiological stress
caused by variable conditions in estuaries (McLusky 1981). Plants and
animals must be able to withstand considerable changes in salinity, DO and
temperature. In addition, because of tidal variation, they may be sub-
jected to periods of dessication. Variable salinities are especially
challenging to an organism's ability to osmoregulate. Because conditions
in estuaries are not stable, fewer species inhabit estuaries than fnhabit
fresh or marine waters.

The second hypothesis explains decreased species diversity by the relative
youth of present-day estuaries {McLusky 1971, McLusky 1981, Haedrich 1983).
The estuaries that we see today probably did not exist several thousand
years ago. Since this is a short period relative to the same scale over
which speciation has taken place, few species have been able to adapt to
and colonize the estuarine system. An investigation by Allen and Horn
(1975) of several small estuarine systems in the United States revealed
that a small number of species (<5) comprised more than 75 percent of the
total number of individuals. Similarly, Haedrich (1983) noted that the
number of fish families characteristic of estuaries comprises only six
percent of the total number of families described.

Investigations of diversity in estuarine systems have employed the same
diversity indices that are commonly used in freshwater systems (see U.S.
EPA, 1983b, Chapter IV-2). The Shannon-Wiener index is often employed in
conjunction with the two components that influence its value, a species

I11-3



richness index and a measure of evenness (McErlean 1973, Allen and Horn
1975, Hoff and lbara 1977).

Because seasonal changes are so marked in estuaries, the selected diversity
index should be sensitive to changes in species composition. Thus,
quantitative similarity coefficients and cluster analyses may be used to
determine the extent of similarity between samples. Such measures are
discussed in Chapter 1V-2 of the Technical Support Manual: Waterbody
Surveys aqﬂ Assessments for Conducting Use Attainability Analyses (U.S.
EPA, 1983b).

An equal effort should be expended at each sampling station each time
sampling is done. The results of a fish fauna survey may be biased by the
sampling method employed. For example, the gear used (trawl, gill net,
trap net, seine), the mesh size and the area in which fishing occurs
determine the sizes, numbers and kinds of fish caught (McHugh 1967,
McErlean 1973). Sampling gear and technique are alsc important in benthic
and planktonic investigations. Because of the many migratory organisms
found intermittently in estuaries, sampling should occur during each season
of the year.

A major concern in estuarine systems is biological change due to pollution,
especially alterations to commercially important populations. The ratio of
annelids to mollusks and annelids to crustaceans has been used as an
indication of envirommental stress. By comparing these ratios to the
Contamination Index (C,) and the Toxicity Index (T,), described in Appendix
A, areas highly congaminated by metals and o}ganic chemicals can be
characterized (U.S. EPA, 1983a).

Briefly, contaminant factors (C,.) indicate the anthropogenic concentration
of individual contaminants, baged on metal content and Si/A1 ratios in
sediment. The Contamination Index (C.) is a sum of these contaminant
factors, giving equal weight to all métals, and thus has no ecological
sfgnificance until combined with biotoxicity data. The map of the
Chesapeake Bay 1in Figure III-1 {llustrates the degree of metal
contamination based on C,. The Toxicity Index (T,) is calculated using
contaminant factors and EPA "acute" criteria for &he metals, 1.e., the
concentration that may not be exceeded in a given environment at any time.
This index gives information pertinent to the toxicity of sediments to
aquatic life. Figure III-2 illustrates the results of calculations of
Toxicity Indices for the Chesapeake Bay.

The Toxicity Index ranges from values of 1 to 20 where to lowest values
denote the least polluted conditions. Characteristics associated with
varfous values of T, may also be seen in Chapter IV, Table IV-3. The
Contamination Index ﬁs based on the calculation of the quantity C. (see
Appendix A) where C_=0 when observed and predicted metal concentratigns in
sediment are the sdﬁe, C.<0 when the observed is less than the predicted,
and Cf>0 when the observeﬁ is greater than the predicted.

The juvenile index is often used to help predict future landings of certain

commercially important fish in estuaries. The juvenile index is simply the
number of first year fish of a species divided by the number of seine
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hauls. This index is then compared to juvenile indices from previous years
along with commercial fisheries landings data.

In summary, species diversity in estuaries is generally lower than in
adjacent freshwater or marine ecosystems. Either the changing environment
or the youth of estuaries or perhaps a combination of both is responsible
for this lack of species diversity. Indices of diversity that are used in
estuaries are the same as those employed in freshwater studies and have
been summarized in a previous document (U.S. EPA, 1983b).

ESTUARINE PLANKTON

Plankton include weak swimmers and drifting l1ife forms. Most planktonic
organisms are small in size, and although they may be capable of localized
movement, their distribution is essentially governed by water movements.
Because of their unique salinity conditions and currents, individual
estuaries have characteristic plankton populations.

Phytoplankton

Three principal groups are included in the phytoplankton. They are
diatoms, dinoflagellates and nanoplankton. Like the phytoplankton of
freshwaters and oceans, estuarine phytoplankton require nutrients (such as
phosphorus, nitrogen, silicon), vitamins, iron, zinc and other trace metals
for growth. For photosynthesis to occur, adequate 1ight must be available.
Suitable salinities must also be present for phytoplankton populations to
survive.

Nutrients generally are abundant in estuaries. Seasonal fluctuations in
nitrogen and phosphorus levels are often evident, and are related to
overland runoff and fertilizer application to agricultural lands. External
sources are not entirely responsible for nutrient levels in estuaries.
Cycling within estuaries also plays a role in plankton productivity. Thus
the turnover, or replenishment time (R), of nutrients is significant in
determining their availability. Replenishment time 1is defined as R =
{S]/Sp, where [S] is the concentration of the nutrient in the phytoplankton
and Sp 1s the daily production rate measured in terms of particulate
content of that nutrient in the phytoplankton (Smayda 1983). Recycling
mechanisms may be separated into ?1 excretion of remineralized nutrients
accompanying grazing by herbivorous zooplankton or benthic organisms, (2)
release through sediment roiling and diffusive flux of nutrients from the
interstitial water of sediments following microbial remineralization, and
{3) kinetic, steady-state exchanges between nutrients present in the
particulate phase (phytoplankton, bacterfa, sedimentary particles) and in
the dissolved phase. The importance of each of the preceding mechanisms is
dependent upon characteristics, viz. depth and vertical mixing, of specific
estuarfes.

Although the phytoplankton of estuaries is an integral part of the eco-
system, its role is somewhat less important than in marine or freshwater
lake ecosystems. This is due partly to the large quantities of detritus
and bacterfa that serve as an alternative food source for many primary
consumers. Estimates of primary production are generally calculated from
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the utilization of nutrients (phosphates, C14 uptake, chlorophyll con-
centration) (Perkins 1974). The phytoplankton contribution to primary
productivity is often minimal in many coastal plain estuaries. Although
nutrients are abundant there, other factors limit phytoplankton production.
At the compensation depth, the amount of oxygen produced by photosynthesis
is equal to the amount utilized in respiration. Because of high tur-
bidity, the compensation depth in estuaries is relatively shallow thus
1imiting the volume of water in which positive production occurs. Several
authors maintain the importance of phytoplankton in supporting estuarine
food webs, although the degree of contribution is controversial. Boynton,
et al. (1982) provides a review of factors affecting phytoplankton pro-
duction by comparing numerous estuarine systems.

The flushing time of an estuary also affects the phytoplankton population.
Many estuaries have a relatively long flushing time and stable populations
are able to develop. The Columbia River estuary has a stable system with a
gradation from freshwater to brackish to marine plankton. In contrast, the
Margaree River (the Gulf of St. Lawrence) is drained completely at low
water and has no such gradation. Thus, high tide populations are typically
marine, while a freshwater population is evident at low tide.

The species composition of an estuary may be unique. Narragansett Bay for
example, is a shallow, well-mixed estuary located on the northeastern coast
of the United States. Surface salinity ranges from 20.5 ppt near river
mouths to 32.5 ppt at the mouth of the bay. Flushing time of the bay is
estimated at thirty days (Smayda 1983). Because of tidal and wind-induced
mixing, most of Narragansett Bay has neither a well-defined halocline or
thermocline. Seasonal variation of plankton {is evident, although the
diatom Skeletonema costatum represents about 80% of total numerical
abundance over the annual cycle (Smayda 1983). The major phytoplankton
bloom occurs during December, coinciding with the minimum dincident
radfation and length of day. Blooms are regulated by temperature, 1ight,
nutrients, grazing, hydrographic disturbances and possibly species inter-
actions. Nefther blue-green algae nor dinoflagellates are important in
Narragansett Bay due to its relatively high salinity. Planktonic blue-
green algae tend to be more important in reduced salinities. Dino-
flagellates (viz. Prorocentrum triangulatum, Peridinfum trochoideum,
Massartia rotundata, Olisthodiscus Tuteus) occur sporadically during the
summer months, although diatoms continue to predominate. A succession of
diatom species occurs seasonally, although Skeletonema is prevalent during
all months. Detonula confervacea and Thalassfosira nordenskioeldii,
important secondary species during the winter-spring bToom, are replaced by
Leptocylindrus danicus, L. minimus, Cerataulina pelagica, Asterionella
Japonica, and Rhizosolenia fragiTissima.

Phytoplankton in the Navesink River, New Jersey, were studied by Kawamura
(1966). Based on salinity, several zones with characteristic phytoplankton
were defined. Euglenoids dominated below 20 ppt. The zone in which
salinity lay between 20 and 22 ppt was populated by Rhizosolenia.
Cerataulina bergonii dominated in salinities ranging from 22 to 25 ppt.
DTnofTageTTates, Including Peridinium conicoides, P. trochoides, and
Glenodinium danicum, were prevalent in the outer region of the estuary.
Open water beyond the mouth of the estuary was populated mostly by
Skeletonema costatum. For regions with a fairly stable salinity gradient,
Kawamura (19667 noted the dominant forms as presented in Table IIl-1.
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TABLE II1-1. DOMINANT PHYTOPLANKTON IN DEFINED SALINITY REGIONS

Salinity Dominant Forms
2-5 ppt Anabaenopsis sp., Microcystis sp.,

Synedra uTna, Melosira varians.

9-10 ppt Anabaena flos-aquae, Melosira varians,
Thaetoceros sp., BidduTphia spp.,
Coscinodiscus sp.

16 ppt Euglenoids

20 ppt Melosira varians, Chaetoceros debilis,
DityTum brightwell7, Peridinfans.

24-31 ppt Skeletonema costatum, Rhizosolenia
Tongiseta, BidduTphia aurita,
01tyTum brightweT11, Dinophyceans.

from Kawamura (1966).

Zooglankton

Zooplankton commonly found in estuarine reaches have been divided into the
following groups based upon thei- origins and salinity tolerances: (1)
Marine Coastal species, (2) Estuarine, and (3) Freshwater. One of the
dominant copepods in estuaries is Acartia tonsa. Although it is not
utilized directly by humans, A. tonsa 1s a major food source for fish or
invertebrates that are consumed by humans (Jones and Stokes Assoc. 1981).
Several surveys of the zooplankton in Narragansett Bay have been conducted
and are summarized in Miller (1983). Copepods were the dominant group,
comprising 80% or more of the individuals on an annual average. Important
species were Acartia clausi, A. tonsa, Pseudocalanus minutus and Oithona
spp. Rotifers were abundant in late winter, and cladocerans were abundant
in early summer. Flushing reaches a peak in March-April, coinciding with a
low in biomass.

Zooplankton have also been studied extensively in the Chesapeake and
Delaware Bays, resulting in the following list of predominant species:

(1) Coastal:

copepods - Centropages typicus, C. hamatus, Labidocera aestiva,
Temora Tongicornis, Paracalanus parvus, Pseudo-

calanus minutus;

cladocerans - Penilia avirostris, Evadne nordmanni.

(2) Estuarine:

copepods - Acartia tonsa, Acartia clausi, Eurytemora affinis,
Scottolana canadensis [(harpacticoid], and Pseudo-
diaptomus coronatus;
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cladocerans - Podon polyphemoides.

(3) Freshwater:

copepods - Cyclops viridis;

cladocerans - Bosmina longirostris.

Grazing by zooplankton is an important factor in the control of phyto-
plankton populations, although the precise role piayed is not yet well-
defined. The population dynamics of zooplankton on the east coast,
including seasonal <cycles and predation by ctenophores, 1s covered
extensively by Miller (1983). Ctenophores have not been observed in
Yaquina Bay, Oregon, and it is probable that fish predators 1limit
zooplankton densities.

Comparatively 1less information 1is avatlable on Gulf coast zooplankton
distributions than for the Atlantic coast. Some references for zooplankton
community structure and distributions in Louisiana estuaries and coastal
waters are: Brice, 1983; Binford, 1975; Cuzon du Rest, 1963; Drummond,
1976; Gillespie, 1971.

Planktonic larval forms of organisms such as oysters and crabs are included
in the temporary zooplankton. The veliger larvae of molluscs become part
of the plankton during the spring and summer. Some estuarine worms also
have planktonic larval forms. The occurrence of these forms is governed by
the breeding season of the adults. Environmental tolerances of the larval
forms of the blue crab (Callinectes sapidus) and the American oyster

(Crassostrea virginica) are found 1n Appendix B (e,f).

To persist in an estuary, zooplankton, like phytoplankton, must have rates
of population increase at least equal to the rates of loss due to tidal

flushing and river flow. High flushing rates generally prohibit the
development of an endemic plankton population, and the plankton found

merely resemble those found in the ocean offshore. Studies of population
budgets have been made on a few estuaries (Narragansett Bay, Great Pond,

Moriches Bay) and are mentioned briefly by Miller (1983).

The following articles contain information on methods in zooplankton
research: Computer and electronic processing of zooplankton (Jeffries
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1980); Gear used (Schindler 1969, Josai 1970); Sampling for biomass-
standing stock (Ahlstrom et al. 1969, Colebrook 1983, Tranter 1968);
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Fixation and preservation of zooplankton (Steedman 1976); Icthyoplankton
(Smith and Richardson 1977),
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macro- and microbenthos are respectively larger and smaller than mefo-
benthos (Wolff 1983).

Although the diversity of the benthos in estuaries is low compared to other
ecosystems, benthic production is relatively high. A high level of food
(detritus and plankton} and shallow depths contribute to the
characteristically high benthic production noted in estuaries. Detritus is
readily available to the benthos because it sinks through the shallow
water. In addition, waves and tidal currents promote resuspension of
particles, making them available to filter-feeders. The predominance of
relatively opportunistic species, with one or more generations per year,
results in a high turnover of biomass and thus high production. Macrofauna
have high biomass and low turnover times and hence have economic and
commercial value. Meiofauna, with low biomass and high turnover rate, play
an essential role as nutrient regenerators and food for higher trophic
1eve;s (Tenore et al. 1977, McIntyre and Murison 1973, Ajheit and Scheibel
1982).

Infaunal Forms

The benthos comprises invertebrates such as thread worms, bristle worms,
ostracods, and copepods as well as commercially important species of
crustaceans and molluscs. Nematodes (Nematoda, thread worms) dominate the
shallow water meiofauna of estuarine sediments. In addition to nematodes,
permanent meiofauna include copepods, gastrotrichs, oligochaetes, rotifers
and turbellarians. Juvenile macrofauna comprise the temporary meiofauna.
Generally, coarser sediments support a greater diversity of species than
finer estuarine sediments (Ferris and Ferris 1979). Polychaetes
(Polychaeta:Annelida, bristle worms) are abundant in the soft bottom,
especially within the sediment of intertidal mud flats.

Studies have used polychaete populations to characterize water bodies as
having healthy, polluted, or very polluted bottoms. The use of benthic
organisms as indicator species is well-documented for freshwater studies
whereas studies in the estuarine/marine environment are relatively few
(Reish 1979). Although the species composition in freshwater is different
than marine species composition, the concept of using benthic communities
as indicators of pollution remains the same. In estuarine systems,
polychaete species composition changes from zones characterized as healthy
to those classified as polluted. As shown in Table 1[I-2, there is a
concurrent decrease in dissolved oxygen concentration, an increase in the
organic carbon content of the soil, and a reduction in the number of
organisms until all species are absent (Reish 1979). However, the validity
of using polychaetes as indicator species has been questioned, since
polychaetes such as Capitella capitata, an opportunistic organism whose
presence has often been cited as an Indication of pollution, also occur in
pristine estuarine areas (Reish 1979). The following literature con-
tributions also pertain to the use of benthos as indicators of pollution:
Sediment bacteria as indicators (Erkenbrecher 1980); Meiofauna as indi-
cators (Coull et al 1981, Raffaelli 1981, Warwick 1981); Macrofauna as
indicators (Gray and Mirza 1979).
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Crustaceans

Crustaceans include microorganisms such as ostracods, copepods and isopods
along with commercially important macroorganisms such as crabs, shrimp and
lobsters. The crabs (Arthropoda:Crustacea:Decapoda:Brachyura) that have
successfully colonized North American estuarine systems are listed in Table
111-3. Brachyuran crabs have a complex ontogeny. They are released from
the female as zoeae, or free swimming larvae, into meso- to euhaline
waters. The zoeae undergo a series of molts before reaching the megalopa
stage. The megalopa metamorphoses into the first crab stage, which becomes
the adult following successive molts (Williams and Duke 1983). It has been
noted that above and below the preferred temperature range, the length of
time required for larval development increases. Two species of Cancer that
have commerical value, C. magister (Pacific Oungeness crab) and C.
irroratus (Rock crab), normally enter estuaries only in high salinity
regifons. Larvae of C. magister and C. irroratus prefer conditions of 25-30
ppt, 10-13°C and 23.3-37.3 ppt, 13°-ZT°T, respectively.

Callinectes sapidus, the blue crab, supports a major fishery in the United
States. The species 1ives in fresh water to salinities as high as 117 ppt
(1arge males have been recorded in salt springs over 180 miles from the sea
in Marion County, Florida) and from the water's edge to 35 meter depths.
Appendix B (Table le) contains information pertaining to the life cycle of
the blue crab. Additional information on general life histories of crabs
and other commercially important shellfish in Gulf Coast waters is compiled
by Benson (1982). The family Portunidae is also represented by Carcinus
maenas in estuaries. The green or shore crab normally inhabits waters
ranging in salinity from 10-33 ppt, and depths of less than 5-6 m (Williams
and Duke 1979). Other crabs commonly found in North American estuaries are
listed in Table III-3. Among the xanthid crabs, only Menippe mercenaria,
the stone crab, has any fishery value. The major commercial fishery for
stone crabs occurs in Florida, where its flesh is considered a delicacy.

Most of the information about shrimp pertains to the commercially valuable
penaeid shrimp, Penaeus duorarum (pink shrimp), Penaeus aztecus (brown
shrimp) and Penaeus setiferus [white shrimp). Penaeid shrimp are dependent
upon estuaries during thefr transformation from the postlarval stage to the
juvenile stage. Adults migrate from the estuarine enviromment to coastal
and nearshore oceanic waters {(Couch 1979). The 1ife cycle of the penaeid
shrimp is {illustrated in Figure I11-3. The range of the brown shrimp
extends from Martha's Vineyard, Massachusetts, through the Gulf of Mexico
to the Yucatan Peninsula, Mexico (Turner, 1983). Brown shrimp spawn in
offshore marine waters deeper than 18 m (59 ft). Movement of postlarvae
into estuaries has been observed from January through June in Louisiana. A
peak migration from March to April was noted for Galveston Bay, Texas.
Postlarval brown shrimp prefer salinities of 10 to 20 ppt, and temperatures
above 15°C. Transformation from postlarvae to juveniles occurs four to six
weeks after entering the estuary. Juveniles remain in shallow estuarine
areas (near the marsh-water or mangrove-water interface or in seagrass
beds) that provide feeding habitat and protection from predators until they
reach 60 to 70 mm (2.4 to 2.8 inches) total length (TL). They move into
deeper, open water, and begin gulfward migration when they reach 90 to 110
mm (3.5 to 4.3 inches) (Turner and Brody, 1983).
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TABLE IT1-3.

TAXONOMIC POSITION AND HABITAT OF DECAPOD CRUSTACEAN

SPECIES, INFRAORDER BRACHYURA, OF CONCERM IN ESTUARINE

POLLUTION STUDIES.

Taxon

Habua

[nfraorder Brachyura
Section Cancndes
Faumily Cancndae
Cancer irrorarus Say. Rock crab
Cancer magister Dana. Dungeness crad
Section Brachythyncha
Superfamily Portunoides
Family Pontunidae. ~ Swimmung '’ crabs
Subfamily Portuninee
Callinecies sapidus Rathdurn. Blue
crab
Carcinus maenas (Linnaeus). Green
or shore crad
Superfamily Xanthowdea
Family Xanthudae
Subfamily Xanthinge. "Mud " crabs
Cataleptodius | =Leptodius)
floridanus 1Gibbes)
Eunpanopeus depresius
(S | Smuh)
Veopanope savi tS | Smith)*
Panopeus herdsut A Maiine Edwards
RAsthropanopeus harrisu Gould)
Subfamily Menippinae
Henippe mercenaria (Say), Stone
crab
Family Grapsidee
Subfamily Varuninae
Hemigrapsus nudus {Dana). Purpie
shore crad®
Subfamily Sesarminse
Sesarma cinerewm (Boxc), Whaf
crab®
Sesarma rencularum (Say), "Marsh
crab’’®
Superfamily Ocypodosdes
Family Ocypodidae
Subfamily Ocypodinae
L ca minax (Le Conte). Red yointed
fiddier
L ca pugiiator (Bosc). Sand fiddler

Uca pugnax (Smuh). Mud fiddler

Temperase -polyhaline

Temperae -uwopwcal -euryhaline

Temperase -polyhatine

Tropxcal -polyhatine
Temperase -mesohaline

Temperate -mesohaline
Temperate -tropscal - mesohaline
Temperate -oligo - mesohshine

Warm temperate -subtropicai -mesopoiyhajine

Temperate -polyhaline

Temperste -tropscal -poly hahne - semuerresinal

Temperse -polyhaline - semiterresinal

Temperate -0ligo -me sohaline - semiterresinal

Temperate - subtropscal - me sopolyhaline -
semiterrestng!
Temperase - meso polyhaline - semuervestnal

*Species inumaely assocised with communities reporied here and poliution studies published

clsewhere

(from Williams and Duke 1979)
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Postlarval white shrimp migrate into estuaries from late spring to early
fall, and are most abundant 1n Louisfana estuaries from June through

September. They are generally found in Yower salinity waters than brown
shrimp and prefer water temperatures higher than 15°C. White shrimp (120

to 140 mm) leave Gulf of Mexico embayments from September to December, as
the water cools.

Finally, the grass shrimp (Paleomonetes s

n v
patches of grasses grouing 1n shallow water.
bility, members of palaemonidae are often use

Because of aquarium suita-
n no 1] tion studies.

Molluscs

The last major group in the estuarine benthos {is the molluscs. The
molluscs include c1ams, mussels, scallops, oysters and snails. Clams of
major {importance include Mya arenaria (soft shell clam), Mercenaria

mercenaria (hard shell clam), and Rangla cuneata (brackish water clamy.
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The soft shell clam is common in bays and estuaries on both the east and
west coasts of the United States, although it is commercially important
only on the east coast. Soft shell clams can tolerate a wide range of
salinities and temperatures. Larval development occurs at salinities from
16-32 ppt, and at temperatures of 17-23°C. ;12 arenarifa occurs in a
variety of substrates, but prefers a mixture of sand and mud (Jones and
Stokes Assoc. 1981). Hard clams (Mercenaria mercenaria) can tolerate high
pollution and low oxygen levels; thus, they thrive where other species
cannot compete. Hard clams prefer substrates of sand or sandy clay
(Beccasio et al. 1980). The littleneck clam (Protothaca staminea) is a
hardshell species found in estuaries, bays and open coastlines along the
Pacific coast. It ranges from the Aleutian Islands to Socorro Island,
Mexico. Minimum salinity for survival is 20.0 ppt (Rodnick and Li 1983),
The brackish water clam is found in low salinity bays and estuaries from
the Chesapeake Bay to Mexico (Haven 1978). Rangia cuneata can survive in
fresh water, but needs brackish water for spawning (Menzel 1979).

The bay mussel (Mytilus edulis} {is found worldwide in estuaries and bays.
It is tolerant of varTations In temperature, salinity and dissolved oxygen.
Although the bay mussel is under stress at salinities less than 14-16 ppt,
it can survive at 4 ppt for short periods of time. This mussel attaches to
any hard substrate and may be found on rocks, stones, shingles, dead
shells, ship bottoms, piers, harbor walls and compacted mud and sand (Jones
and Stokes Assoc. 1981).

Bay scallops (Argopectin irradians) are usually found in shallow estuarine
eelgrass beds, but may occur In depths to 18 m (Beccasio et al. 1980).
They ingest detritus, bacteria and phytoplankton. The large amount of
detritus consumed reflects its great availability in estuarine systems
(McLusky 1981).

The American oyster (Crassostrea virginica) is a permanent resident of
estuaries. It is a vaTuabTe component of east coast fisheries. Oysters
prefer salinities between 14.1 ppt and 22.2 ppt, although they are able to
tolerate a wider range, from 4-5 ppt to 35 ppt (Castagna and Chanley 1973).
Within the range of distribution of C. virginica, the species lives in
water temperatures from about 1°C (during the winter in northern states) to
about 36°C (in Texas, Florida, and Louisiana) (Galtsoff 1964). Larvae
develop well in depths from 2 to 8 meters at temperatures of 17.5 to
32.2°C.  The oyster population in high salinities is limited ?y oyster
drills (e.g. gastropod Urosalpinx cinerea) and parasites (MSX and
Dermocystidium) (Haven 1378). Spawning by oysters is dependent upon
temperature, and commences when the water reaches from 16-28°C depending
upon geographic area (Bardach et al. 1972, Ingle 1951). After 6-14 days,
the eggs hatch and the free-swimming larvae settle on a suitable hard
substrate. Oysters filter food from the water column and deposit organic
material (feces and pseudofeces) which is then available to other benthic
organisms; thus, they play a valuable role in increasing the productivity
of the area in which they live (McLusky 1981).

Temperature tolerances of American oysters differ with latitude. Oysters
at latitudes north of Cape Hatteras can survive at temperatures less than
0°C for 4 to 6 weeks, while Gulf of Mexico oysters die if subjected to such
Tow temperatures (Cake 1983). Temperatures required for mass spawning also
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differ with latitude. Apalachicola Bay reached temperatures of 26-28°C
before mass spawning occurred, while a low of 16.4°C induced mass spawning
in Ltong Island Sound, New York (Ingle 1951). Other oyster species commonly
found in estuaries of the United States are Crassostrea gigas (Pacific
oyster) and Ostrea edulis (flat oyster).

Snails (Gastropoda) have not been studied as extensively as the molluscs
discussed above. 1In general, adult snails are slow moving, benthic, and
able to endure a variety of temperatures and salinfties. After the eggs
are hatched, most snails have a planktonic stage; a few emerge as crawling
juveniles. Many snails are vegetarians and scrape algae from surfaces.
Some carnivorous snails use their radulas to drill holes in other shelled
animals (e.g., oyster drills). Other snails consume gastropods whole,
digesting the tissue and regurgitating the empty shells (Menzel 1979).
More information about the distributions and habitats of NE Gulf gastropods
is described in Heard (1982).

References on methodology for the study of estuarine microbiota and benthos
include: Holme and McIntyre 1971, Hulings and Gray 1971, U.S. EPA 1978,
Uhlig et al. 1973, de Jonge and Bouman 1977, Federle and White 1982, White
et al. 1979, Montagna 1982,

In conclusion, the estuarine benthos play an important role in estuarine
ecosystems. The nematodes and polychaetes, along with the commercially
important shellfishes, contribute to the high productivity noted in most
estuaries. The benthos are generally able to tolerate variations in
temperature and salinity. Thus, they are able to live, and often thrive,
in estuaries.

SUBMERGED AQUATIC VEGETATION

Submerged aguatic vegetation (SAV) plays an important role in the estuarine
ecosystem, providing habitat, substrate stability and nourishment. These
functions are the subject of discussion in this section. However, sub-
merged aquatic vegetation also provides a valuable frame of reference
against which to assess the health of an estuary, or portion of an estuary.
The importance of SAV to an analysis of the uses of an estuarine waterbody
will be discussed further in Chapter IV, Interpretation.

Role of SAV in the Estuary

Plants increase the stability of bottom sediments and reduce shoreline
erosion. In addition, because the plants help to slow the tidal current,
more materials may settle from suspension, augmenting the substrate and
decreasing turbidity. Species differ in their ability to reduce turbidity.
For example, areas dominated by Potamogeton perfoliatus (a highly branched
species) were more instrumental {n Improving water clarity than areas where

Potamogeton pectinatus (a thin-bladed single leaf species) dominated
[Boynton et ai. 19817.

Aquatic plants serve as both sources and sinks for nutrients. During the
growing season, SAV absorbs nutrients from the water and sediments.
Release of nutrients occurs when the vegetation dies. Submerged aquatic
vegetation also provides valuable habitat for fish and crabs, along with
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molluscs and other epifauna. SAY provides shelter, spawning areas and
shade for fish, while roots, stems and leaves provide firm bases for the
attachment of mussels, barnacles, molluscs and other epifauna. Thus,
vegetated bottoms exhibit a greater species richness than unvegetated
bottoms (U.S. EPA 1982).

Stevenson and Confer (1978) cited a study (Baker 1918) which emphasized the
large number of organisms associated with submerged aquatic vegetation.
Over a 450 sq. mile area, Potamogeton sp. harbored 247,500 molluscs and
90,000 associated animals {total fauna, 337,500) and Myriophylium sp.
harbored 45,000 molluscs with 56,250 assocfated animals (total fauna,
101,250). Epiphytes and macroalgae constitute a significant and sometimes
a dominant feature of SAV community production and biomass, as can be seen
from Table III-4. Fish such as silversides (Menidia menidia), fourspine
stickleback (Apeltes quadracus) and pipefish (Syngnathus ‘fuscus) take
advantage of this abundant epifauna for food.

Eelgrass beds also provide protection for amphipods from predatory finfish.
Grass shrimp (Palaeomonetes pugio) seek protection from predatory killifish
(Fundulus heterociitus] Tn eelgrass beds. Young and moliting crabs find
sheTter 1n areas of submerged aquatic vegetation as well.

Aquatic vegetation enters the food chain though grazing by waterfowl or as
detritus passing through epifaunai and infaunal invertebrates to smaii and
large fish. The extent to which SAY is used as a food source is determined
mainiy by two methods. The first is direct visual identification of mate-
rial in an organism's digestive system. Such analyses are time-consuming,
and the degree to which food items can be identified is often i1imited to
1arg?5 itsms that are resistant to digestion. The second techique is based
on C"7:C°" ratios in plants and associated predators. This method assumes
that animals feeding on a particular plant will, in time, reflect the food
sgurce fatlo. rr‘UDlEﬂlS drl se whe drl?ldls TEEO on a varlety OT SPECiés, or
if Sf!erf} plants have similar C ratios. In addition, determination
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Submerged agquatic vegetation also plays a role in nutrient cycling in
estuarfes. Since plants act as nutrient traps and sinks for dissolved
minerals, SAV communities are capable of removing nutrients from the water
column and incorporating them into biomass. Iron and calcium were found to
ha aheavhad €fuuam &ha Aadlmand My -J nh..’].-— endmadim Tha wmalasea ~F
vC AV IVI UTU vy v \.IIC )CUIIIIC"\- U] m IU rl T vum TCavuii. ine reicadsc Ut
nutrients and minerals occurs by excretion by Tiving plants or by the death
and decomposition of SAV
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degree of flooding also affects vegetation distribution and is particularly
imanrtant far Lalf CAaset acetiianiae [Cacean 10771 Tm a etudu nf +ha
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Chesapeake Bay, Steenis (1970, cited by Stevenson and Confer 1978) noted
the following tolerance levels for Bay vegetation:
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TABLE 111-4. DATA FROM SELECTED_&OURCES INDICATING THE PARTITIONING OF (a) PRODUCTION (Pa), ng-Zy-1
(

AND (b) BIOMASS gm ORGANIC) BETWEEN VARIOUS AUTOTROPHIC COMPONENTS OF SAV COMMUNITIES

a. Location Species Seagrass Epiphytes Benthic micro-algae Macro-algae Phytoplankton Reference
Florida Thalassia 1000 200 -— -— -_— Jones 1968
Mass. Zostera —— 20 -—- - -_— Marshall 1970
Calif. Ruppia 28 e 267 -—emmmmmmm 91 Wetzel 1964
N.Carolina Zoateraa 330 73 -— -—- -—— Penhale 1977
Ches. Bay Zostera 0.48 0.17 -0.05 - 0.09 Murray (pers.comm.)
P.pectinatus 0.5-2.2 -— -— -—— 0.3-1.0 Kaumeyer et al. 198)
P.perfoliatus 1-3.0 — -——- -—— 0.5-1.0 Kaumeyer et al. 1981
a) Daily estimates in summer period.
b. Location Specles Seagrass Epiphytes Benthic micro-algae Macro-algae Phytoplankton Reference
Europe Cymodocea 400-700 -— ~—— 375 -— Gessner and Hammer
1960
Alaska Zostera
Kinzarof 1500 -— ~— 392 McRoy 1970
Klawak 415 -— -~ 29
Others 113 -—— ~—- 2.4
N.Carolina Zostera 80 25 -— - - Penhale 1977
Ches. Bay P.pectinatus 20-60 0.1-0.6 -~ -——- -——- Staver et al. 1981
P.perfoliatus 20-80 0.1-0.6 - -— —— Staver et al. 1981

(from USEPA 1982)
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3 ppt
Najas guadalupensis (southern naiad)

3-5 ppt ,
Chara spp. (muskgrass)
Vallisneria americana (wildcelery)

12-13 ppt ) )
Elodea canadensis (elodea)
MyrTophyTTum spicatum (Eurasian watermilfoil)
CeratophyTTum demersum {coontail)

20-25 ppt
Potamogeton perfoliatus (redhead grass)

Potamogeton pectinatus (sago pondweed)
Zannicgellia palustris (horned pondweed)
over 30 ppt
Ruppia maritima (widgeongrass)
Zostera marina (eelgrass)

The depth at which vegetation is able to survive is directly related to the

penetration of incident radiation. Plants need light for photosynthesis,
therefore turbidity affects their distribution by decreasing the amount of
sunlight reaching greater depths. Temperature also affects the distribu-
tion of SAV, and exerts considerable influence upon its vegetative growth
and fluuerfng. These factors are considered in more detail in Appendix C

for several east-coast species.

Three associations of submerged aquatic vegetation were described for the

Chacananakva Qawu hacad an *halin ~ca_nrriivenans in mivad hade Tha £Fimed
UIIC)GPCGNC UGJ, vaocu it LI 1 Y LT VLWL I'C'II\'C rmn mitACTU UCUD e ic 1171 o34
association tolerates fresh to slightly brackish water (upper reaches of
*tha Bauv) and {nrludae hiuehy nandwaad ranntadil alndaa (watnruand) and
wilrc vay/ GrHdJg 11O ¥ UK I UU)IIJ P’UUIUWCCU’ LUIrLQa 1 1t Ccruuca rwaLGr WCCUI anu
wildcelery. The middle reaches of the Bay have associations of widgeon

arace fnr cian uafnm{'lfn{\ cann nandwnad radhoad NAvace harnad
s! UJJ’ [SR” UJI “ars Wad L Iwmil 11w Juvv PU"\IWCCU LER =R IR LA =)7 RV 3' u)), HYruacy
pondweed, and wildcelery. F1na11y, in the lower reaches of the Bay,
eelgrass and w!dgen"gracc predominate. The kinds of submerged aquatic
vegetation encountered in the Chesapeake Bay from 1971 to 1981 are listed
in Table III-5,

The major species of SAY found on the eastern coast of the United States
(their distribution, environmental tolerances and consumer utilization) are
listed in Appendix C. The species that are especifally important as food
items for waterfowl are coonta11 muskgrass, bushy pondweed sago pondweed

redhead grass, widgeongrass and wildcelery. Grazing by waterfowl is ;

TSNS CE L2 S e we L=

primary force in the management of aquatic vegetation. Some aquatic
veaetatinn althnuah it nrovideq protective cover for wildlife, is con-

sidered a nuisance because of excessive growth and clogging of waterways.
Elodea, furasian watermilfoil, and sago pondweed are among those considered

to be pest species. R

Information concerning aquatic vegetation in southern U.S. estuaries is
found in literature by Chabreck and Condrey 1979, Beal 1977, and Correll

and Correll 1972.



TABLE III-5. A LISTING OF THE SUBMERGED AQUATIC VEGETATION ENCOUNTERED

IN THE CHESAPEAKE BAY FROM 1971 TO 1981.

Species

Vascular
Plantsl

Macro-
Algael

l. Redhead grass (Potamogeton perfoliatus)
2. Widgeongrass (Ruppis maritima)
3. Eurasian watermilfoil Znyriophxglun spicatum)
4. Eelgrass (Zosters marina)
5. Sago pondweed (P. pectinatus)
6. Horned-pondweed (Zanichellia palustris)
7. Wildcelery (Vallisneria americana)
8. Common elodea (Elodea canadensis)
9. Naiad (Najas guadalupensis)
10. Muskgrass (Chara spp.)
11. Slender pondweed (P. pusillus)
12. Coontail (Ceratophyllum demersum)
13. Unidentified fragments
14, Curly pondweed (Potamogeton crispus)
15. Sea lettuce (Ulva spp.)
16. Agardhiella spp.
17. Unidentified filamentous green algae
18. Unidentified green algae
19. Gracilaria spp.
20. Water-stargrass (Heteranthera dubia)
2l. Unidentified alga
22. Enteromorpha spp.
23, Ceramium
24. Polysiphonia
25. Dasys spp.
26. Unidentified red alga
27. Unidentified brown alga
28. Champia parvula

I B R

o > ¢ K
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P ¢ 6 ¢ X ¢ X

! An “X" in the column indicates the type of SAV.

(from USEPA 1982)
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Adverse Impacts on SAY

Portions of the estuary may become enriched beyond their flushing and
assimilative capacity and elevated levels of nitrogen and phosphorus begin
to support abnormal algal growth and eutrophic conditions. Algal growths
are important because they act to diminish to penetration of sunlight into
the water. Submerged aquatic vegetation is dependent upon sunlight for
photosynthesis, and when 1ight penetration is diminished too much by algal
growths, the SAV will be affected. These factors are discussed in detail
in Chapter II.

Runoff may also introduce herbicides to the estuarine ecosystem. The
magnitude of detrimental effects depends upon the particular herbicide,
and 1its persistence in the environment and potential for leaching.
Furthermore, several herbicides have a synergistic effect along with
nutrients, its potential for leaching and persistence in the environment.
Several pathogens may attack and diminish the size of submerged aquatic
vegetation beds. Rhizoctonia solani is a fungus that attacks the majority
of duck food plants, but fs especially pathogenic to sago pondweed
(Stevenson and Confer 1978). Lake Venice Disease causes a gradual wasting
away of the host plant; it is manifested as a brownish, silt-1ike coating
on leaves and stems. Milfoil is attacked by the Northeast Disease, which
gradually causes the leaves to break off, leaving a blackened stem.

Survey Techniques

Aerial, surface and subsurface methods are used to prepare maps delineating
vegetation types and percent cover. Plant growth stage {e.g. season) is
critical when planning a plant survey. For example, early summer is the
optimum time of year to record maximum plant coverage in the Chesapeake Bay
but a different time of year may be more appropriate in other parts of the
Country. Water transparency is also important to show plant growth.
Aerial methods are useful in determining the distribution of plant assoc-
jations, irregular features, normal seasonal changes and perturbations
caused by pollutants. Mapping cameras are designed to photograph large
areas without distortion. Areas of SAV beds may be derived from topo-
graphic quadrangles (Raschke 1983). The Earth Resources Observation System
{EROS) Data Center may be used to obtain listings and photographs already
available for a particular area.

Surface or ground maps can be prepared if the area is relatively small.
Distances can be determined by ruled tapes, graduated lines, range finders,
or, if more accuracy is required, surveyor's tools. Field observations of
species may be supplemented by photographs. Divers can mark subsurface
beds with bouys to facilitate determination of bed shapes and areas from
the surface.

Regional surveys of flora give qualitative information, based upon visual
observation and collection of plant types. To obtain more quantitative
information, line transects, belt transects, or quadrats may be employed
(Raschke 1983). Use of line transects involves placement of a weighted
nylon or lead cord along a compass line and recording plant species and
1inear distance occupied. A belt transect can be treated as a series of
quadrats, with each quadrat defined as the region photographed from a
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standard height or a marked area. The technique of sampling within a
quadrat or plot of standard size is applicable to shallow and deep water.
Where visibility is poor, epibenthic samplers can be used.

A fundamental characteristic of the community structure of submerged
aquatic vegetation is the leaf area index (LAl). It is defined as the
amount of photosynthetic surface per unit of biomass (U.S. £PA 1982). The
photosynthetic area is measured by obtaining a two-dimensional outline of
the frond, and determining the area with a planimeter. Leaf area index
differences demonstrate the importance of 1light {n regulating SAY
communities and their adaptability to different light regimes. The
greatest LAl values occur for mixed beds of Zostera and Ruppia; lower
values were found for pure stands of Zostera and Ruppia (U.S. 82).

The information presented here is a brief overview of survey techniques
used in the sampling of SAY. Supplementary discussions are found in
literature by Kadlec and Wentz (1974), and Down (1983).

ESTUARINE FISH

Systems of Classification

Yarious authors have attempted to devise systems to classify estuarine
organisms. Because salinfty is the most dominant physical factor affecting
the distribution of organisms, it is often used as the basis for classi-
fication systems. McLusky (1971, 1981) divides estuarine organisms into
the following categories:

1. Oligohaline organisms - The majority of animals living in rivers
and other fresh waters do not tolerate salinities greater than 0.1
ppt but some, the oligohaline species, persist at salinities up to

5 ppt.

2. True estuarine organisms - These are mostly animals with marine
affinities which live in the central parts of estuaries. Most of
them are capable of living in the sea but are not found there,
apparently because of competition from other animals.

3. Euryhaline marine organisms - These constitute the majority of
organisms living in estuaries with their distribution ranging from
the sea into the central part of estuaries. Many disappear by
18 ppt but a few survive at salinities down to 5 ppt.

4. Stenohaline marine organisms - These occur in the mouths of
estuaries at salinities down to 25 ppt.

5. Migrants - These animals, mostly fish and crabs, spend only a part
of their 1life in estuaries with some, such as flounder
(Platichthys) feeding in estuaries, and others, such as salmon

almo salar] or eels (Anguilla anguilla) using estuaries as routes
to and from rivers and the sea.
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A similar scheme of classification, shown in Table II1-6, was defined by
Remane. Components of fauna are separated according to the sources from
which they arrived at their present-day habitat, e.q., from the sea, from
freshwater and from the land. Marine and freshwater components are further
divided based on salinity tolerances. The terrestrial component may be
subdivided into those species which escape the effects of immersion by
moving upwards when the tide floods the upper shore, and those species
which remain on the shore and are able to survive submersion for several
hours.

Day (1951, cited by Haedrich 1983) divided estuarine fishes into five
categories: freshwater fishes found near the head of the estuary,
stenohaline marine forms from the seaward end of the estuary, euryhaline
marine forms occurring over wide areas, the truly estuarine fishes found
only in the estuary, and migratory forms that either pass through the
estuary or enter it only occasionally. A modified version of this
classification was presented by McHugh (1967). His categories were:

1. Freshwater fish species that occasionally enter brackish waters.

2. Truly estuarine species which spend their entire lives in the
estuary.

3. Anadromous and catadromous species.

4. Marine species which pay regular seasonal visits to the estuary,
usually as adults.

5. Marine species which use the estuary primarily as a nursery ground,
usually spawning and spending much of their adult 1ife at sea, but
often returning seasonally to the estuary.

6. Adventitious visitors which appear irregularly and have no apparent
estuarine requirements.

Day's classification of bfota and the Venice System of dividing estuaries
into six salinity ranges were combined by Carriker (1967) to develop Table
III-7. The right half of the table shows the biotic categories and the
approximate penetration of animals relative to salinity zones in the
estuary.

Salinity Preferences

Some freshwater fish species may occasionally stray into brackish waters.
white catfish (Ictalurus catus) is a salt-tolerant freshwater form found in
estuaries along the east coast of the United States. Three other species
that are primarily freshwater, but have been captured in higher salinity
areas are longnose gar (Lepisosteus osseus), bluegill (Lepomis macrochirus)
and the flier (Centrarchus macropterus] (McHugh 1967).

Very few fish are considered to be truly estuarine. McHugh (1967) mentions
only two species that he considers endemic to the estuarine enviromment.
They are the striped ki11{ifish {Fundulus majalis) and the skilletfish
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MARINE COMPONENT

The stenchaline marine component, not penetrating below 30 ppt
The euryhaline marine component

First grade, penetrate to 15 ppt

Second grade, penetrate to 8 ppt

Third grade, penetrate to 3 ppt

Fourth grade, penetrate to below 3 ppt
Brackish water component, lives in estuaries, but not in sea
FRESHWATER COMPONENT

The stenohaline freshwater component, not penetrating above 0.5 ppt
The euryhaiine freshwater component

First grade, penetrate to 3 ppt
Second grade, penetrate to 8 ppt
Third grade, penetrate above 8 ppt
Brackish water component, lives in estuaries, but not in freshwater

MIGRATORY COMPONENT migrates through estuaries from sea to freshwater
or vice versa

Anadromous, ascending rivers to spawn
Catadromous, descending to the sea to spawn

TERRESTRIAL COMPONENT

Tolerant of Submersion
Intolerant of Submersion

(from Green 1967)
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CLASSIFICATION OF ESTUARINE ZONES RELATING THE
VENICE SYSTEM CLASSIFICATION TO DISTRIBUTIONAL
CLASSES OF ORGANISMS.

TABLE III-7.

Venice Systes €cological Classification

Divisions Salinity
of Ranges Types of Organisas and Approximate Range of Distribution in
Estuary 0/00 lones Estuary, Relative to Division and Salinities
River 0.5 Limnetic Limnetic
Head 0.5-5 0ligohal ine Oligohaline
Upper Reaches 5-18 Mesohaline Mirohaline
Middle Reaches 10-25 Polyhaline True
’ estuarine
{estuarine
endesics)
Lo-e[ Reaches 25-30 Palyhaline
Mout JO-40 tuhal ine Stenchal ine Eurynaline Migrants
sarine mirine

(from Carriker 1967)

(Gobiesox strumosus). The fourspine stickleback (Apeltes quadracus) is a
sma sh that s abundant in estuaries but cannot be considered truly
estuarine because it enters freshwater occasionally. Beccasio et al. (1980)
fncluded killifish, silverside, anchovy and hogchoker in the category of
truly estuarine species. Other authors concede the existence of truly
estuarine species although they fail to mention them as such. Instead,
fish are categorized as spending a major portion of their life cycle in an
estuary, as being dependent on the estuary at some time, or as being the
dominant species present.

A listing of species commonly found in North American Atlantic/Gulf coast
estuaries and their salinity tolerances/preferences as adults is contained
in Table II1-8. It should be noted, however, that salinity preferences of
some fish may change at the time of migration. For example, adult stickle-
back (Gasterosteus aculeatus) prefer freshwater in March and saltwater in
June/JuTy (Mclusky [3717.” Salinfty tolerances also differ depending on the
organism's stage of 1ife. Salinity tolerances or requirements of juveniles
may be unlike those of the adult.

The Gulf of Mexico estuaries support populations of fish that are also
found along the Atlantic coast. For example, spot (Lefostomus xanthurus)
are abundant along the Gulf and the Atlantic coasts. ~The Atlantic croaker
ranges from the New England States to South America, although it is
basically a southern species important in the Gulf of Mexico and South
Atlantic Bight. Guif menhaden is an estuarine dependent species that
primarily inhabfts northern Gulf of Mexico waters. Southern kingfish
(Menticirrhus americanus) have been collected along the coasts from Long
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TABLE III-8. SALINITY TOLERANCE/PREFERENCE OF CERTAIN FISHES
FOUND IN ATLANTIC/GULF COAST ESTUARIES

Salinity (ppt)

Scientific Name Common Name (Tolerance/Preference)
Alosa spp. Herring, shad, alewife 0-34/-
Brevoortia patronus Gulf menhaden 5-3575-10
Brevoortia tyrannus Atlantic menhaden 1-36/5-18
Cynoscion regalis Weakfish -/10-34
ctalurus catus White catfish <14.5/-
TctaTurus punctatus Channel catfish <21/<1.7
Lefostomus xanthurus Spot 3-34/-
Menidia menidia Atlantic silverside 0-35/-
Micropogonias undulatus Atlantic croaker 0-40/10-34
Morone americana White perch 0-30/4-18
Morone saxatilis Striped bass 0-35/>12
Perca fTavescens Yellow Perch 0-13/5-7
Pomatomus saltatrix Bluefish 7-34/-

(from U.S. EPA, 1983a)

Island Sound, New York, to Port Isabel, Texas (Sikora and Si.ora 1982).
They are estuarine dependent, and larval southern kingfish move from
offshore spawning areas to estuarine nursery areas. Salinity preferences
of southern kingfish varies with size. Only the smaller juveniles are
found in waters with salinities of less than 10 ppt. Larger juveniles
{>150 mm or 5.9 inches standard length, SL) are rarely taken in water, with
salinities less than 20 ppt, and are usually found in deeper waters such as
sounds, near the mouths of passes, or near barrier islands (Sikora and
Sikora 1982). The most common fish found in Gulf of Mexico estuaries are
listed in Table 1I1-9, along with the range of salinities in which they
were captured (Perret et al. 1971). Additional information on the envi-
ronmental requirements of Gulf coast species is presented in Appendix D.

Appendix B contains a listing of habitat requirements of major Atlantic
coast estuarine species during their life cycles. More detailed descrip-
tions of habitat requirements of egg, larval and juvenile stages of fishes
of the Mid-Atlantic bight are contained in several publications by the
United States Fish and Wildlife service (1978, Volumes I-VI). Mansueti and
Hardy (1967) also published information regarding fishes of the Chesapeake
Bay region. These reports contain illustrations of the life stages for
many species, along with pertinent information regarding preferred sub-
strate, salinity and temperature. Although the books focus on egg, larval,
and juvenile stages, the adult stage is also addressed.

Annual Cycles of Fish in Estuaries

Annual cycles and abundances of species are important in the ecology of
estuaries. The composition of the estuarine fauna varies seasonally,
reflecting the life histories of species. Anadromous fishes pass through
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TABLE II1-9. FISHES COLLECTED IN SAMPLES IN LOUISIANA ESTUARIES

Salinity (ppt)
range where

greatest
range at number of
collection indfviduals

Scientific Name

Anchoa hepsetus
Anchoa mitchilld
Arius felis

Bagre marinus

Brevoortia patronus
Citharichthys spilopterus

Cynoscion nebulous

Dorosoma cepedianum
Dorosoma pentenense

Fundulus similis
Ictalurus furcatus
Leiostomus xanthurus
Membras martinica
Menidia beryllina
Menticirrhus americanus
Micropogonias undulatus
Mugil cephalus
Paralichthys lethostigma
Polydactylus ocfonemus
Prionotus tribulus

Sciaenops ocellatus

Sphaeroides nephelus
Synodus foetens
Trinectes maculatus

(from Perret et al. 1971)

Common Name

Striped anchovy
Bay anchovy

Sea catfish
Gafftopsail catfish
Menhaden

Bay whiff

Spotted seatrout
Gizzard shad
Threadfin shad
Longnose killifish
Blue catfish

Spot

Rough silverside
Tidewater silverside
Southern kingfish
Atlantic croaker
Striped mullet
Southern flounder
Atlantic threadfin
Bighead searobin
Red drum

Southern puffer
Inshore 1izardfish
Hogchoker
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sites / captured

7.0-29.9/>15.0
0-31.5/-
0->30.0/>10.0
0-29.5/>5.0
0-30.0/5.0-24.9
0->30.0/>15.0
0.2-30.0/>15.0
0-29.9/<10.0
0-29.9/<5.0
0.5-30.7/>10.0
0-4.9/-
0.2->30.0/>10.0
2.0-29.9/>10.0
0->30.0/-
2.0->30.0/>10.0
0->30.0/-
0->30.0/5.0-19.9
0->30.0/-
1.6-29.9/-
2.0->30.0/>15.0
5.0-29.9/-
1.7-30.9/>10.0
4.0-30.9/>10.0
1.7-30.9/>10.0



estuaries on the way to spawning grounds. In the Gulf of Mexico, the
Alabama shad and the striped bass are 1important anadromous species
(Beccasio et al. 1982). Both species are sought for sport. Anadromous
specfes on the Pacific coast include chinook salmon, chum salmon, pink
salmon, sockeye salmon, Dolly VYarden, river lamprey and cutthroat trout
(Beccasio et al. 1981, Beauchamp et al. 1983). Studies have shown that
temperature is an important factor governing the timing of migrations and
spawning for some species. Chinook salmon (Oncorhynchus tshawytscha) will
not migrate when temperatures rise above 20°C. American sha ve most of
their lives at sea, but pass through estuaries to spawn in fresh water.
Spawning of shad is dependent on temperature, and commences when the
maximum daily water temperature reaches 16°C. It continues to about 24°C,
peaking at 21°C (Jones and Stokes Assoc. 1980). Additional information on
Pacific fishes is available in Hart (1973). Life history is presented
along with certain environmental requirements of the species. However,
salinity tolerances and preferences are noted infrequently.

Many of these anadromous species are major sport and commercial fish.
Striped bass, for example, occur along the east coast of North America from
the St. Lawrence River, Canada, to the St. Johns River, Florida; along the
Gulf of Mexico; and from the Columbia River, Washington to Ensenada,
Mexico, along the Pacific Coast (Bain and Bain 1982). Temperature was
cited as a key factor in their distribution. Striped bass migrate to fresh
or nearly fresh water to spawn. The optimum temperature for egg survival
is 17° to 20°C. A minimum water velocity of 30 cm/s (1 fps) is necessary
to prevent eggs from resting on the bottom. After hatching, the larvae
remain in nearly fresh water. Striped bass larvae need a minimum of 3 mg/1
dissolved oxygen. Optimum survival of larvae occurs when the temperature
is between 18°C and 21°C (12°-23°C tolerated) and salinity ranges from 3-7
ppt (0-15 ppt tolerated). Juveniles are more tolerant of environmental
conditions and migrate to higher salinity portions of the estuary, feeding

on small prey fish. Optimum temperatures for juveniles are between 14°C
and 21°C, but a range of 10°C to 27°C can be tolerated. Some adult striped
bass may remain in estuaries, while others may embark on coastal migra-
tions. Striped bass populations from Cape Hatteras, North Carolina to New
England may travel substantial distances along the coast, while populations
in the southern portion of the range and on the Pacific Coast tend to
remain in the estuary or in offshore waters nearby (Bain and Bain 1982,.
It should also be noted that preferred temperatures vary depending on
ambient acclimation temperatures. Striped bass acclimated to 27°C in late
August avoided waters of 34°C, while 13°C was avoided by striped bass
acclimated to 5°C in December.

Salmonids, numerous flatfishes and sturgeon are dependent upon Pacific
coast estuaries at some time during their life cycles. For example, chum
salmon spawn in rivers from northern California to the Bering Sea during
October through December. Adults die after spawning. The young hatch in
spring, and move to estuaries and bays where they remain for 3 to 4 months.
They move to deeper waters gradually, as they grow (Beccasio et al. 1981).
The sand sole, a sport species along the northwest Pacific coastline,
spends up to its first year in bays and estuaries.

Some fish species utilize estuaries primarily as nursery grounds. Young
fishes feed in the productive estuarine system and then migrate seaward or
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TABLE I1I1-10. FISHES THAT USE ESTUARIES PRIMARILY AS NURSERY AREAS

Scientific Name

Alosa aestivalis

Alosa pseudoharenga
Brevoortia patronus
Brevoortia tyrannus
Clupea harengus

Clupea harengus pallasii
Cottus asper

Cynoscion regalis
Leiostomus xanthurus
Micropogonias undulatus
Morone americana

Morone saxatilis

MugiT cephalus

ugil curema
ncorhynchus gorbuscha

Common Name

Blueback herring
Alewife

Gulf menhaden
Atlantic menhaden
Atlantic herring
Pacific herring
Prickly culpin
Weakfish

Spot

Atlantic croaker
White perch
Striped bass
Mullet (striped)
Mullet (white)
Pink salmon

Oncorhynchus kisutch Coho salmon
Usmerus mordax Rainbow smelt
Perca flavescens Yellow perch
PTatichthys stellatus Starry flounder
Pseudopleuronectes americanus Winter flounder
Salmo salar Atlantic saimon
Trinectes maculatus Hogchoker

(from U.S. EPA 1982, Jones and Stokes Assoc. 1981, Haedrich 1983, Beccasio
et al. 1980)

towards freshwater. Most of the fishes using estuaries as a nursery area
are anadromous, the adults being principally marine. Table II1I-10 lists
anadromous fishes (from both the east and west coasts of North America)
which use estuaries primarily as nursery grounds. Although Table II11-10 is
not a comprehensive listing, it contains those fishes mentioned most
frequently in the literature (U.S. EPA 1983a, Jones and Stokes Assoc. 1981,
Haedrich 1983, Beccasio et al. 1980). -

White perch (Morone americana), another commercially important fish, is
also abundant Tn estuaries on the east coast of North America. Populations
in the Chesapeake Bay area have been observed to inhabit the various
tributaries, with some fish entering the Bay itseif. The American eel
(Anguilla rostrata) is the only catadromous species noted in the litera-
ture. It spawns in the Sargasso Sea, then migrates to and lives 1in
estuaries or freshwaters for several years before returning to the sea.

Some fish take advantage of the complex circulation pattern of estuaries,
spawning in offshore areas to allow eggs or larvae to drift up into the
estuary. Most notably, the young of flatfishes (winter and starry
flounder) and some of the drums (croaker, weakfish and spot) utilize the
estuarine circulation system (U.S. Dept. of Interior 1970). The juveniles
then feed and mature within the estuary. The gqulf menhaden (Brevoortia
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patronus) supports the largest commercial fishery by weight (Christmas et
al. ). 1t 1s an estuarine-dependent marine species that is found
primarily in northern Gulf of Mexico waters. Gulf menhaden spawn from
mid-October through March in marine waters. Currents transport planktonic
larvae to estuarine areas, where they transform into juveniles. As they
grow, juveniles migrate to deeper, more saline waters. Juveniles are able
to tolerate water temperatures from 5°C to 34°C. Adults and juveniles may
inhabit estuaries throughout the year. The Atlantic croaker also uses the
estuary as a nursery area. Juveniles reside in salinities from 0.5 to 12
ppt, moving to higher salinity waters as they grow. They tolerate a wide
range of temperatures, from 6°C to 20°C. The spot (Leiostomus xanthurus)
is also estuarine dependent. Adults spawn in nearshore marine waters, but
Juveniles spend much of their lives in estuaries. Juvenile spot tolerate
temperatures from 1.2°C to 35.5°C, preferring a range of 6°C to 20°C. They
have been collected in salinities from 0 to 60 ppt, but tend to concentrate
near the saltwater-freshwater boundary (Stickney and Cuenco 1982). ther
estuarine-dependent species in the Gulf of Mexico are the bay anchovy, sea
catfish, gafftopsoil catfish, spotted and sand seatrout, red drum, black
drum, southern kingfish and southern flounder.

Some marine species enter the estuary seasonally. The spotted hake
(Urophycis regins) enters the Chesapeake Bay in late fall, and exits before
the warm weather. In Texas estuaries, Urophycis floridanus follows a
similar migration pattern.

The bluefish (Pomatomus saltatrix) is often considered an adventitious
visitor to Atlantic coast estuaries (McHugh 1967). Although the bluefish
is a seasonal visitor, it may not appear if environmental conditions are
not suitable. Other species may occasionally enter estuaries to feed on
small fish, or if environmental conditions are suitable.

Difficulties often arise because sufficient information is not available on
the life cycles of certain species to enable their classification. For
this reason, and because of the many species of fish that enter estuaries
only occasfonally, a fully comprehensive list of species is not available.
However, Haedrich (1983) compiled a listing of characteristic families
found in estuaries, based upon faunal 1ists reported in varfous papers. He
divided the fauna into families found in three zones, that of temperate,
tropics/subtropics, and high latitudes. The families in Table I11-11
include the few resident species, anadromous fisn and marine species that
utilize the estuary as feeding and nursery areas.

Habitat Suitability Index Models

Habitat Suitability Index (HSI) models developed by the U.S. Fish and
Wildlife Service consider the quality of habitats necessary for specific
species during each life stage. The variables selected for study in a
given model are known to affect species growth, survival, abundance,
standing crop and distribution. Output from the models is used to
determine the quantity of suitable habitat for a species. The HSI values
produced by the models are relative, and should be used to compare two
areas, or the same area at different times. Thus, the area with the
greater HSI value is interpreted to have the potential to support a greater
number of a species than that with the lower HSI. Values range from 0 to
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TABLE I11-11. CHARACTERISTIC FAMILIES OF ESTUARINE SYSTEMS

High Latitudes

Saimoniaae [salmon and trout)
Osmeridae (smelt and capelin)
Gasterosteidae (sticklebacks)
Ammodytidae (sand lance)
Cottidae {sculpins)

Temperate Zones
Anguillidae (freshwater eels)

Clupeidae (herrings)
Engraulidae (anchovies)
Ariidae (saltwater catfishes)
Cyprinodontidae (killifishes)

Tropics/Subtropics

CTupeTdae (herrings)
Engraulidae (anchovies)
Chanidae (milkfish)
Synodontidae (lizardfish)
Belonidae (silver gars)
Mugilidae (mullets)
Polynemidae (threadfins)
Sciaenidae {crockers)
Gobiidae (gobies)
Cichlidae (cicheids)
Soleidae (flounders)
Cynoglossidae (flounders)

Gadidae (cods)

Gasterosteidae (sticklebacks)
Serranidae (basses)
Sciaenidae (croakers)
Sparidae (seabreams)
Pleuronectidae (flounders)

{ from Haedrich 1983)

1, with 1 representing the most suitable conditions. HSI models can be
used to provide one value for all life stages, or to calculate HSI values
for each component (e.g. spawning, egg, larvae, juvenile, adult). There is
some uncertainty in the use of the HSI models, both in the form of cal-
culation and the fact that they are unverified models. They have not been
tested to see if they work. The form of calculation leads to the possi-
bility of their being insensitive to environmental changes. An area may
have undergone great degradation before the HSI model drops in value. More
information concerning HSI models can be found in Chapter IY-1 of the
Technical Support Manual (U.S. EPA 1983b). Models are currently available
for the following estuarine fish: striped bass (Bain and Bain 1982),
juvenile Atlantic croaker (Diaz 1982), Gulf menhaden (Christmas et a?l.
1982), juvenile spot (Stickney and Cuenco 1982), Southern kingfish (Sikora
and Sikora 1982), and alewife and blueback herring {Pardue 1983). Models
have been developed for several other estuarine organisms. They are
northern Gulf of Mexico brown shrimp and white shrimp (Turner and Brody
1983), Gulf of Mexico American oyster (Cake 1983), and littleneck clam
(Rodnick and Li 1983}.

SUMMARY

The preceding sections touch upon procedures that might be used and
specific phenomena that might be evaluated during the field collection
phase of a waterbody survey.

Strong seasonal changes in estuarine biological communities compound
difficulties involved in collection of useful data. Because of annual
cycles, important organisms can be totally absent from the estuaries for
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portions of the year, yet be dominant community members at other times.
For example, brown and white shrimp spend part of the year in estuaries,
and migrate to deeper, more saline waters as the season progresses.
Furthermore, estuarine biological communities may also vary from year to
year. Although it has not been mentioned explicitly, it is understood
that, if at all possible, a reference site will have been identified and
will have been studied in a manner that is consistent with the study of the
estuary of interest. In addition to whatever field data is developed on
the estuary and its reference site, it is also important to examine
whatever information might exist in the historical record.

The importance of submerged aquatic vegetation has not been fully discussed
in this Chapter, nor have any tools been presented by which to digest all
the assessments so far presented. This will be done in Chapter IV,
Interpretation.
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CHAPTER 1V
SYNTHESIS AND INTERPRETATION

INTRODUCTION

The basic physical and chemical processes of the estuary are introduced in
Chapter 11, with particular emphasis placed on a description of stratifi-
cation and circulation in estuarine systems, on simplifying assumptions
that can be made to characterize the estuary, on desktop procedures that
might be used to define certain physical properties, and on mathematical
models that are suitable for the investigation of various physical and
chemical processes.

The applicability of desktop analyses or mathematical models will depend
upon the level of sophisticaton required for a particular use attainability
study. These types of analysis are important to the study in three ways: to
help segment the estuary into zones with homogeneous physical characteris-
tics, to help in the selection of a suitable reference estuary, and to help
in the analysis of pollutant transport and other phenomena in the study
area. Several case studies are presented to illustrate the use of measured
data and model projections in the use attainability study. The selection of
a reference estuary(ies) is discussed later in this Chapter.

Chapter Il also offers a discussion of chemical phenomena that are partic-
ularly important to the estuary: the several factors that influence dis-
solved oxygen concentrations in surface and bottom layers and the impact of
nutrient overenrichment on submerged aquatic vegetation (SAV). Other chemi-
cal evaluations are discussed in the Technical Support Manual (EPA,
November 1983).

The biological characteristics of the estuary are summarized in Chapter
ITI. Specific information on various species common to the estuary are
presented to assist the investigator in determining aquatic life uses.
Typical forms of estuarine flora and fauna are described and the overall
importance of SAYs--as an indicator of pollution and as a source of habitat
and nutrient for the biota--for the use attainability study is emphasized.

In this Chapter, emphasis is placed on a synthesis of the physical,
chemical and biological evaluations which will be performed, to permit an
overall assessment of uses, and of use attainability in the estuary. Of
particular importance are discussions of the selection and analysis of a
reference site, and the statistical analysis of the data that are developed
during the use study.

USE CLASSIFICATIONS

There are many use classifications-navigation, recreation, water supply,
the protection of aquatic life-which might be assigned to a water body.
These need not be mutually exclusive. The water body survey as discussed in
this volume is concerned only with aquatic 1ife uses and the protection of
aquatic life in a water body. Although the term "aquatic life" usually
refers only to animal forms, the importance of submerged aquatic vegetation
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(SAY) to the overall health of the estuary dictates that a discussion of
uses include forms of plant 1ife as well.

The use attainability analysis may also be referred to as a water body
survey. The objectives in conducting a water body survey are to identify:

1. The aquatic life uses currently being achieved in the water body,

2. The potential uses that can be attained, based on the physical,
chemical and biological characteristics of the water body, and

3. The causes are of any impairment of uses.

The types of analyses that might be employed to address these three points
are summarized in Table IV-1. Most of these are discussed in detail else-
where in this volume, or in the Technical Support Manual.

Use classification systems vary widely from State to State. Use classes
may be based on geography, salinity, recreation, navigation, water supply
(municipal, agricultural, or industrial), or aquatic 1ife. Clearly, little
information is required to place a water body into such broad categories.
Far more information may be gathered in a water body survey than is needed
to assign a classification, based on existing State classifications, but
the additional data may be necessary to evaluate management alternatives
and refine use classification systems for the protection of aquatic life in
the water body.

Since there may not be a spectrum of aquatic protection use categories
available against which to compare the findings of the biological survey;
and since the objective of the survey is to compare existing uses with
designated uses, and existing uses with potential uses, as seen in the
three points listed above, the investigators may need to develop their own
system of ranking the biological health of a water body (whether qualita-
tive or quantitative) in order to satisfy the intent of the water body
survey. Implicit in the water body survey is the development of management
strategies or alternatives which might result in enhancement of the bio-
logical health of the water body. To do this it would be necessary to
distinguish the predicted results of one strategy from another, in cases
where the strategies are defined in terms of aquatic life protection.

The existing state use classifications may not be helpful at this stage,
for one may very well be seeking to define use levels within an existing
use category, rather than describing a shift from one use classification to
another. Therefore, it may be helpful to develop an internal use classi-
fication system to serve as a yardstick during the course of the water body
survey, which may later be referenced to the legally constituted use categ-
ories of the state.

A scale of biological health classes is presented in Table IV-2. This is a
modified versfion of Table V-2 presented in the Technical Support Manual,
and it offers general categories against which to assess the biology of an
estuary. The classification scheme presented in Table IV-3, which was
developed in conjunction with extensive studies of the Chesapeake Bay,
assocfates biological diversity with various water quality parameters. The
Toxfcity Index (TI) in the table was discussed in Chapter III.
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Table IV-1.

SUMMARY OF TYPICAL ESTUARINE EVALUATIONS

(adapted from EPA 1982, Water Quality Standards Handbook)

PHYSICAL EVALUATIONS

CHEMICAL EVALUATIONS BIOLOGICAL EVALUATIONS

Size (mean width/depth)
Flow/velocity
Total volume

Reaeration rates

Temperature
Suspended solids

Sedimentation

Bottom stability

Substrate compos{-
tfon and character-
istics

Channel debris
Sludge/sediment

Riparian character-
istics

® Biological fnventory
(existing use analysis)

Dissolved oxygen

Toxics ° Fish
- macrofinvertebrates
Nutrients - microinvertebrates
° Plants
- nitrogen - phytoplankton
- phosphorus - macrophytes

Chlorophyll-a

® Biological condition/
health analysis

Sediment oxygen demand

- diversity indices

Salinity

- tissue analyses
Hardness - Recovery Index
Alkalinity
pH ® Biological potential

analysis
Dissolved solids
- reference reach
comparison
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TABLE IV-2. BIOLOGICAL HEALTH CLASSES WHICH COULD BE USED

Class

IN WATER BODY ASSESSMENT (Modified from Karr, 1981)

Attributes

Excellent

Good

Fair

Poor

Very Poor

Extremely Poor

Comparable to the best situations unaltered by man; all
regionally expected species for the habitat including the
most intolerant forms, are present with full array of age
and sex classes; balanced trophic structure.

Fish invertebrate and macroinvertebrate species richness
somewhat 1less than the best expected situation; some
species with less than optimal abundances or size dis-
tribution; trophic structure shows some signs of stress.

Fewer intolerant forms of plants, fish and invertebrates
are present.

Growth rates and condition factors commonly depressed;
diseased fish may be present. Tolerant macroinvertebrates
are often abundant.

Few fish present, disease, parasites, fin damage, and other
anomalies regular. Only tolerant forms of macroinverte-
brates are present.

No fish, very tolerant macroinvertebrates, or no aquatic
1ife.
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TABLE IV-3.

A FRAMEWORK FOR THE CHESAPEAKE BAY ENVIRONMENTAL QUALITY

CLASSIFICATION SCHEME

Class Quality Objectives Quality II
A Healthy supports maximum Very low 1
diversity of benthic enrichment
resources, SAY, and
fisheries
B Fair moderate resource moderate 1-10
diversity, reduction enrichment
of SAV, chlorophyll
occasionally high
C* Fair a significant reduc- high 11-20
to tion in resource enrichment
Poor diversity, loss of
SAY, chlorophyll
often high, occa-
sfonal red tide or
blue-green algal
blooms
D Poor limited pollution- significant >20
tolerant resources, enrichment
massive red tides or
blue-green algal
blooms
Note: T, indicates Toxicity Index 1

T“

T! indicates Total Nitrogen fn mg 17" _
P indicates Total Phosphorus in mg 1

1

Iy Tp

<0.6 <0.08
0.6-1.0 0.08-0.14
1.1-1.8 0.15-0.20

>1.8 >0.20

* Class C represents a transitional state on a continuum between classes

B and D.
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ESTUARINE AQUATIC LIFE PROTECTION USES

Even though the estuary characteristically supports a lesser number of
species than the adjacent freshwater or marine systems, it may be consider-
ably more productive. Accordingly, uses might be defined so as to recog-
nize specific fisheries (and the different conditions necessary for their
maintenance), and to recognize the importance of the estuary as a nursery
ground and a passageway for anadromous and catadromous species. Currently
the water body use classification systems of the coastal states distinguish
between marine and freshwater conditions, occasionally between tidal and
freshwater conditions, but seldom make reference to the estuary. Uses and
standards written for marine waters presumably are intended to apply to
estuarine waters as well,

It is common in these States to include as a use of marine or tidal waters
the harvesting and propagation of shellfish, frequently with reference to
the sanitary and bacteriological standards included in National Shellfish
Sanitation Program Manual of Operations: Part 1, Sanitation of ShelTfish
Growing Areas, published by the Public Health Service [I965]. The term
she sh applies to both molluscs and crustaceans. Other marine protec-
tion uses which may be applicable to the estuary are worded in terms such
as the growth and propagation of fish and other aquatic life, preservation
of marine habitat, harvesting for consumption of raw molluscs or other
aquatic life, or preservation and propagation of desirable species.

In establishing a set of uses and associated criteria to be used in the
water body survey, the investigator might wish to consider examples like
the State of Florida's criteria for Class II (Shellfish Propagation or
Harvesting) and Class III (Propagation and Maintenance of a Healthy, Well-
Balanced Population of Fish and Wildlife) Waters published in the Water
Quality Standards of the Florida Department of Environmental Regulation.
The published criteria are extensive and include the following categories
which are of importance to the estuarine water body survey:

Biological Integrity - the Shannon-Weaver diversity index of benthic
macroinvertebrates shall not be reduced to less than 75 percent of
established background levels as measured using organisms retained by a
U.S. Standard No. 30 sieve and collected and composited from a minimum
of three natural substrate samples, taken with Ponar type samplers with
minimum sampling areas of 225 square centimeters.

Dissolved Oxygen - the concentration in all waters shall not average
less than 5 milligrams per liter in a 24-hour period and shall never be
less than 4 milligrams per 1liter. Normal daily and seasonal
fluctuations above these levels shall be maintained.

Nutrients - In no case shall nutrient concentrations of a body of water

be altered so as to cause an imbalance in natural populations of
aquatic flora or fauna.
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SELECTION OF REFERENCE SITES

General Approach. There is a detailed discussion of the selection of
reference or control sites in Chapter IV-6 of the Technical Support Manual.
Although this discussion was prepared in the context of stream and lake
studies, much of the material is pertinent to the study of estuaries as
well. Riverine water body surveys may range in scale from a specific well-
defined reach to perhaps an entire stream. One might expect to find a
similar range of scale in estuary studies. The lateral bounds of the
riverine study area generally are delineated by but not necessarily 1imited
to the stream banks. The specification of a reference reach is prescribed
by the scale of the study. If a short reach is under study, the reference
reach might be designated upstream of the study area. If an entire river
is under review, another river will have to be identified that will serve
as an appropriate control.

An estuarine study may focus on a specific area, but the bounds of the
study area are not easily defined because a physical counterpart to the
river bank may not exist. Other factors compound the difficulties in
designing an estuary study compared to the design of a river study. A
major difference is that estuary segments cannot be so easily categorized
because of seasonal changes in the salinity profile. Partitioning the
estuary into segments with relatively uniform physical characteristics is
an important first step of a water body survey.

It may be possible to study a small estuary as a single segment, but it
will be necessary to go elsewhere for a reference site. This may be easily
accomplished among the many bar built estuaries of the southeastern coast.
For the large estuary, one may need only to examine a well-defined segment
which has been affected by a point source discharge. If the segment is an
embayment tributary to the main stem of the estuary, it may not be diffi-
cult to find a suitable control embayment within the same estuary. As the
scale of the study increases, however, the difficulties associated with the
establishment of a reference site also increases. It may not make sense to
treat the entire estuary as a single unit for the use attainability survey,
especially if use categories are associated with salinity ranges, different
depths, etc. In such a case one would segment the estuary based upon
physical characteristics such as salinity levels and circulation patterns,
and then define the reference site in similar fashion. As a practical
matter, it may not make sense to examine an entire estuary as a single
unit, especially a large one. For example, the Chesapeake Bay has been
subjected to a form of use attainability studies for a number of years at a
cost of many millions of dollars. However, Chesapeake Bay is so complex
that, despite the intensity of study, clear explanations are not always
possible for the many undesirable changes that have taken place. The
Chesapeake Bay itself is unique and no suitable reference estuary exists.
From the use attainability standpoint, an estuary such as the Chesapeake or
the Delaware or the Hudson is best broken down into segments that are
homogeneous in characteristics and manageable in size.

Statistical Comparisons of Impact Sites With Control Sites. Reference site
comparisons typically rely upon either parametric or nonparametric statis-
tical tests of the null hypothesis to determine whether water quality or

Iv-7



any other use attainment indicator at the impact site is significantly
different from conditions at the control site(s).

Parametric statistics, which are suitable for datasets that exhibit a nor-
mal distribution, include the F (folded)-statistic on the difference be-
tween the varfances at the impact site and control site and the t-statistic
on the difference between the means. In order to conclude that there is no
significant difference between the water quality conditions (or another
indicator) at the impact site and the control site, both the F-statistic
and the t-statistic should exhibit probabilities exceeding the 0.05 prob-
ability cutoff for the 95 percent confidence interval. In cases where the
impact site is being compared with multiple control sites, parametric pro-
cedures such as the Student-Newman-Keuls (SNK) test, the least significant
difference (LSD) test, and the Duncan's Multiple Range test can be used to
test for differences among the grouped means.

Since water quality datasets are often characterized by small sample sizes
and non-normal distributfons, it is likely that nonparametric statistical
tests may be more appropriate for the monitoring database. Nonparametric
statistics assume no shape for the population distribution, are valid for
both normal and non-normal distributions, and have a much higher power than
parametric statistical techniques for analyses of datasets which are char-
acterized by small sample sizes and skewed distributions. The one-sided
Kolmogorov-Smirnov (K-S) test can be used to quantify whether each dataset
is normally (or lognormally) distributed, thereby governing the selection
of either parametric or nonparametric procedures. If nonparametric pro-
cedures are selected, significant differences 1in distributions can be
evaluated with the two-sided K-S test, while significant differences in the
central value can be tested with the Wilcoxon Ranksum test. Both nonpara-
metric tests should exhibit probability values exceeding the cutoff for the
95 percent confidence interval in order to conclude that there is no sfgni-
ficant difference in water quality conditions at the impact site and a con-
trol site. For comparisons with multiple control sites, nonparametric pro-
cedures such as the Kruskal-Wallis test and the Friedman Ranksum test can
be used to test for significant differences among medians (if it can be
assumed that the distributions of each dataset are not significantly
different.

The same types of statistical tests can be used to evaluate sediment and
biological monitoring data to determine whether suitable conditions for use
attainability exist at the impact site. Either parametric or nonparametric
statistical procedures can be used to compare conditions at the impact site
and control site(s) which are unaffected by effluent discharge or other
pollution sources. In cases where there are no statistically significant
differences in distributions and/or control values, it may be assumed that
sediment and/or biological monitoring results at the impact site and con-
trol site(s) are similar.

CURRENT AQUATIC LIFE PROTECTION USES

The actual aquatic protection uses of a water body are defined by the resi-
dent flora and fauna. The prevailing chemical and physical attributes will
determine what biota may be present, but 1ittle need be known of these at-
tributes to describe current uses. The raw findings of a biological survey
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may be subjected to various measurements and assessments, as discussed in
Section IV (Biological Evaluations) of the Manual. After performing an
inventory of the flora and fauna and considering a diversity index or other
indices of biological health, one should be able adequately to describe the
condition of the aquatic life in the water body.

CAUSES OF IMPAIRMENT OF AQUATIC LIFE PROTECTION USES

If the bfological evaluations indicate that the biological health of the
system is impaired relative to a "healthy" reference aquatic ecosystem
(e.g., as determined by reference site comparisons), then the physical and
chemical evaluations can be used to pinpoint the causes of that impairment.
Figure IV-1 shows some of the physical and chemical parameters that may be
affected by various causes of change in a water body. The analysis of such
parameters will help clarify the magnitude of impairments to attaining
other uses, and will also be important to the third step in which potential
uses are examined.

ATTAINABLE AQUATIC LIFE PROTECTION USES

A third element to be considered is the assessment of potential uses of the
water body. This assessment would be based on the findings of the physi-
cal, chemical and biological information which has been gathered, but addi-
tional study may also be necessary. A reference site comparison will be
particularly important. In addition to establishing a comparative baseline
community, defining a reference site can also provide insight into the
aquatic life that could potentially exist if the sources of impairment were
mitigated.

The analysis of all information that has been assembled may lead to the
definition of alternative strategies for the management of the estuary at
hand. Each such strategy corresponds to a unique level of protection of
aquatic life, or aquatic life protection use. If it is determined that an
array of uses fs attainable, further analysis which is beyond the scope of
the water body survey would be required to select a management program for
the estuary.

One must be able to separate the effects of human intervention from natural
variability. Dissolved oxygen, for example, may vary seasonally over a
wide range in some areas even without anthropogenic effects, but it may be
difficult to separate the two in order to predict whether removal of the
anthropogenic cause will have a real effect. The impact of extreme storms
on the estuary, such as Hurricane Agnes on the Chesapeake Bay in 1972, may
completely confound our ability to distinguish the relative impact of
anthropogenic and natural {nfluences on immediate effects and longterm
trends. In many cases the investigator can only provide an informed guess.
Furthermore, if a stream does not support an anadromous fishery because of
dams and diversions which have been built for water supply and recreational
purposes, it is unlikely that a concensus could be reached to restore the
fishery by removing the physical barriers -- the dams -- which impede the
migration of fish. However, it may be practical to install fish ladders to
allow upstream and downstream migration. Another example might be a situ-
ation in which dredging to remove toxic sediments may pose a much greater

Iv-9



WATER QUALITY PARAMETERS

SOURCE OF MODIFICATION
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threat to aquatic life than to do nothing. Under the do nothing alterna-
tive, the toxics may remain in the sediment in a biologically-unavailable
form, whereas dredging might resuspend the toxic fraction, making it
biologically available and also facilitating wider distribution in the
water body.

The points touched upon above are presented to suggest some of the phenom-
ena which may be of importance in a water body survey, and to suggest the
need to recognize whether or not they may realistically be manipulated.
Those which cannot be manipulated essentially define the limits of the
highest potential use that might be realized in the water body. Those that
can be manipulated define the levels of improvement that are attainable,
ranging from the current aquatic life uses to those that are possible with-
in the limitations imposed by factors that cannot be manipulated.

RESTORATION OF USES

Uses that have been impaired or lost in an estuary can only be restored if
the conditions responsible for the impairment are corrected. Impairment
can be attributed to pollution from toxics or overenrichment with nutri-
ents. Uses may also be lost through such activities as the disposal of
dredge and fill materials which smother plant and animal communities,
through overfishing which may deplete natural populations, the destruction
of freshwater spawning habitat which will cause the demise of anadromous
species, and natural events in the sea, such as the shifting of ocean
currents, that may alter the migration routes of species which visit the
estuary at some time during the life cycle. One might expect losses due to
natural phenomena to be temporary although man-made alterations of the
estuarine environment may prevent restoration through natural processes.

Assuming that the factors responsible for the loss of species have been
identified and corrected, efforts may be directed towards the restoration
of habitat followed by natural repopulation, stocking of species if habitat
has not been harmed, or both. Many techniques for the improvement of sub-
strate composition in streams have been developed which might find applica-
tion in estuaries as well. Further discussion on the importance of sub-
strate composition will be found in the Technical Support Manual (EPA,
November 1983).

Stocking with fish in freshwater environments, and with young lobster 1in
northeastern marine environments, is commonly practiced and might provide
models for restocking in estuaries. In addition, aquaculture practices are
continually being refined and the literature on this subject (Bardach et
al., 1972) should prove helpful in developing plans for the restoration of
estuaries or parts of estuaries.

Submerged aquatic vegetation (SAV) is considered to be an excellent indica-
tor of the overall health of an estuary because it is sensitive to environ-
mental degradation caused by physical smothering, nutrient enrichment and
toxics. Because SAY is so important as habitat and as a source of nutrient
for a wide range of the estuarine biota, its demise signals the demise of
its dependent populations. If uses in an estuary have been impaired or
lost, it is 1ikely that SAV will also have been affected.
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Unfortunately, the cause of SAV degradation is not always clear. In the
Chesapeake Bay for instance, controversy persists as to the cause of loss
of SAV and the loss of biota which depend to whatever extent on SAY.
Trends noted over time in the demise of these populations may conceivably
be related to trends in toxic, sediment and nutrient 1oadings on the Bay,
and to trends in the release of chlorinated wastewaters from POTWs, chlor-
inated effluents from industry and chlorinated cooling water from power-
plants. Areas in which SAV has been adversely impacted are areas where
there are toxics in the sediment and/or where algal blooms prevent light
from reaching SAV communities.

The ability to restore areas of SAV will depend upon the initial causes of
loss, and the ability to remove the causes. Toxics in sediment may be a
particulariy difficuit problem because of the impracticality of dredging
large areas to remove contaminated bottom substrate. An inabilty to remove
toxic sediments which may have caused a deciine in SAV and other benthic
communities severely limits the likelihood that these populations may be
restored to past levels.
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Although transplanting may be a more practical alternative, the outcome is

not assured In an effart to reactablich (AV phngc of 7estera (nelmﬁ:cc\
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and Potamogeton (sage pondweed, redhead grass) were p1an€ d Tn the Potomac

River ncfnarv Thece beds chowed some measure of success donnnd1ng main1y
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upon the substrate present. The transplanting of SAY is a labor intensive
operation and as such would require a considerable cost in time and re-

Sl W

sources to restore even a small area.

In Tampa Bay, Florida, stress on the ecosystem, including the disposal of
dredge spoils which have smothered SAV communities, has caused a signifi-
cant loss (25,220 ha, or 81 percent) of submergent wetland vegetation. Ef-
forts to reestablish Spartina (cord grass) and Thalassia (turtlegrass) have

L i adedind

resul ted 13'13;'rest ration of';bout 11 ha of vegetation (the growth and

spreading of rhizomateous material is increasing this figure) (Hoffman et

a1., 1982). The transplantation of Thalassia and Halodule (shoalgrass)
near the discharge side of a nnuprn|anf was less successful, in that
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Thalassia failed to survive for 30 days where the mean water temperature
was 31°C or greater, and only small patches of shoalgrass survived near the
outer edges of the thermal plume. These differences could not be attri-
buted to differences in sediment composition (Blake et al., 1976). Never-
theless, other transplantation efforts emphasize the importance of
substrate to plant survival. For example, Thalassia prefers a reduced
environment while Halodule prefers an oxidized substrate.

Transplanting oyster spat from "seed" areas which are protected from har-
vesting to areas less favorable for reproduction is a relatively common
practice. Seed areas ideally exhibit optimum salinity and temperature for
oyster reproduction and spat set. Clean shell is deposited as substrate in
seed areas and spat often become very densely populated. Spat are then
moved to areas where an oyster population is desired. Steps may also be
taken to prepare the bottom (often by depositing oyster shells) where an
oyster reef exists, or where attempts will be made to establish an oyster
reef.

Although there has been some progress in the aquacultural sciences towards
rearing species that may be found in the estuary (clam, quahog, oyster,
scallop, shrimp, crab, lobster, flatfish), techniques are not well-advanced
and there is little likelihood that they could be successfully applied on
any scale towards the repopulation of the estuary. As with SAV, the exper-
iments and the successes with the reestablishment of species are 1limited,
and the more important factor in the restoration of habitat is the control
and reversal of the various forms of pollution which cause the demise of
estuarine populations.
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